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Abstract 
 

Natural Language Processing (LNP) Techniques 

facilitate the automatic acquisition of some 

didactic resources. Using corpora as source data, 

Arikiturri, is able to automatically generate test-

based questions for Technology Supported 

Learning Systems.  

In this article we define some concepts of the 

generic question model underlying Arikiturri, and 

explain an experiment with experts in order to 

evaluate the quality of the generated questions. 

1. Introduction 

The need of tools that help on the semi-automatic 

construction of the domain module of Technology 

Supported Learning Systems was claimed by 

Murray [12]. In this way, some research on the 

use of electronic documents has been already done 

in order to detect and extract didactic resources 

from them [15]. The use of Natural Language 

Processing (LNP) Techniques facilitate this 

detection and extraction processes. For example, 

[8] presents a domain independent method based 

on NLP and heuristic reasoning to acquire the 

domain module from electronic documents and 

their indexes. In our proposal, we also use NLP to 

construct didactic resources from electronic 

documents. However, our aim is not to detect such 

resources, but to generate them. 

Some models of domain representation have 

been already developed ([10], [5]). One of our 

goals is to create a question model where not only 

stem and distractors are represented but also their 

corresponding topic information as well as the 

heuristics used for their generation. The human 

developers of didactic resources can consult them, 

and also add information related to their own 

experience for updating the heuristics. With this 

purpose, we have developed a post-editing 

environment where teachers can evaluate the 

generated questions and adapt them to the 

necessities specified in the curriculum. In this 

article, by means of an evaluation, we demonstrate 

that it is possible to generate quality language 

exercises from corpora. 

Section two starts briefly explaining 

Arikiturri, a system to create automatically 

questions. Section three defines some concepts 

concerning the representation of the questions. 

Section four describes an experiment with experts 

to evaluate, using a post-editing environment, the 

output created by Arikiturri. Finally, some 

conclusions and future work are outlined. 

2. Arikiturri: a system for automatic 

question generation 

Test construction is a time-consuming and 

expensive task for teachers. However, the use of 

Computer Assisted Assessment reduces 

considerably the time teachers spend constructing 

examination papers [13]. In addition, if questions 

are automatically generated by means of 

techniques such as NLP the time decreases [11]. 

In [1], we presented the architecture of a 

system named Arikiturri. It was developed for the 

automatic generation of didactic resources. 

Arikiturri is specifically focused on automatic 

question generation from corpora and it is based 

on NLP tools. Despite we made the experiments 

with the Basque language, the architecture of the 

system is independent from the language of the 

source corpora.  



  

 

ArikIturri is a system with an open 

architecture developed to generate different types 

of questions from educational corpora. By the 

time, we have experimented with fill-in-the-blank, 

error correction, multiple-choice, word formation 

[1] and short answer [2] questions. The input of 

the system consists of a databank which is 

composed of morphologically and syntactically 

analysed sentences where phrase chunks are 

identified. This input is represented by the XML 

mark-up language. 

The candidate sentences of the questions are 

automatically extracted from a databank, 

depending on the topic of the question. However, 

distractors are automatically generated words; 

they are not extracted from any databank. Due to 

the high level of inflection of Basque, it is 

impossible to store every word form in a 

dictionary, even in a compressed way. Thus, we 

use a general purpose morphological generator for 

the generation of the distractors. By contrast, the 

heuristics used by the generator are not 

automatically generated, but they are based on 

experts’ knowledge. We have also done some 

experiments for the automatic generation of the 

heuristics, but we don’t explain them in this 

article. 

The outputs of the system are question 

instances of a model also defined in XML. 

ArikIturri is independent from any assessment 

application. The application will import the 

questions created by the generator and will 

determine the type of such questions as well as the 

topic to be treated. 

3. Representation of the questions 

In this section we will define some concepts 

concerning the representation of the questions. 

Moreover we present a question model 

represented in UML. 

3.1. What is a question? 

In the last years, some research on automatic 

generation of language questions has been carried 

out. Among others, reading comprehension, 

vocabulary, cloze questions and grammar tests are 

automatically generated. All the researches use 

different types of NLP techniques and resources, 

and they are generally focused on the creation of 

only one type of question. 

Depending on the type of questions that those 

systems generate, different definitions are 

provided for explaining the question concept. For 

instance, multiple-choice questions are generally 

defined ([6], [9], [11], [14]) as a stem, the correct 

answer and the rest of the possible choices 

(distractors). 

Other systems not only generate multiple-

choice questions but also another question types. 

In word bank [3], the tester sees a list of answer 

choices, followed by a set of questions of 

statements. In [4], an error detection item consists 

of a partially underlined sentence where one 

choice of the underlined part represents the error 

and the other underlined parts act as distractors. 

When we developed ArikIturri, we felt the 

need to define the concepts concerning the 

representation of a question in an independent 

way from the question type. Our objective was to 

define a model for different types of questions. 

Moreover, we wanted to create a model where 

questions as well as the heuristics used in the 

generation process were collected together. In our 

model we define a question as a sentence or a 

clause where the topic the learner has to work on 

appears. And, a question is not an isolated concept 

but it is represented as a part of a whole text. 

3.2. The question model 

With the aim of defining the question model of the 

generator, we took into account different types of 

questions: fill-in-the-blank, error correction, 

multiple-choice, word formation and short answer 

question types. 

In [2] we presented a first version of the 

model. Figure 1 shows an extension of that 

question model represented in UML. We define 

an exercise as a set of questions. The question is 

composed of three main components: the topic, 

the answer focus and the context, all of them 

compulsory attributes. We define the answer 

focuses as the chunks of the sentence where the 

topic appears. The rest of the chunks of the 

sentence are collected into the context. As regards 

the chunks, the structure of the model does not 

only store all their words but it also provides their 

analysis. A question is represented as a part of a 

whole text and the pos attribute refers to the  



 

Figure 1 - The question model 

position of the sentence into the source text. 

Different questions to treat different topics can be 

part of the same exercise, that is why we assign 

the topic attribute to the question concept and not 

to the exercise. The answer focus, which is a 

chunk, consists of a head which contains the 

necessary information of the chunk to treat the 

topic. For instance, if we are working on the 

ergative, we distinguish the word of the chunk 

containing the mentioned linguistic phenomenon 

that is represented into the head tag. The rest of 

the words of the chunk and their linguistic 

analysis become part of the notHead. In addition, 

depending on the question type, the answer focus 

can be a blank in the stem; the blank attribute 

offers this option. 

The representation of the question model also 

permits to change the order of the chunks in the 

sentence. This is very important as we will see in 

section 4. There, the expert teachers propose, for 

example, to change the order of the blank inside 

the generated question. This is frequent in 

languages which have not a very strict order for 

the phrases of a sentence. Therefore, we have 

defined posQ and posS attributes: posS represents 

the position of the chunk in the source sentence 

and posQ in the question. Moreover, the change 

attribute limits which chunks can change the order 

when setting the final question in the assessment 

application. 

The head, which is the list of words where the 

topic in matter appears, is divided into three parts: 

the answer, the list of distractors and the list of 



  

 

headComponents. The answer is the only 

mandatory attribute and the other two take part 

depending on the question type. We define the 

answer as the minimum list of words where the 

topic to treat appears, the topic info and the 

analysis. The headComponent collects the specific 

information related to the question type. 

As regard distractors, we define a distractor as 

a list of words which are incorrect in that context. 

That is why they are always linked to an answer 

focus. The model do not only offer the list of 

words and their corresponding linguistic analysis, 

but it also offers the heuristics used for creating 

each distractor. For example, in section 4.2 we 

present the evaluation of multiple-choice 

questions about the conjugation of verbs in 

Basque language. The heuristics change, among 

others, person and number of the subject in the 

correct verb form in order to generate different 

distractors. 

The type of questions for language learning 

created by other studies ([3], [6], [7], [9], [11], 

[14]) can be represented by our question model. 

However, we ought to specify that in the case of 

error correction in [4] what they consider 

distractors, i.e. underlined chunks, in our case, it is 

a different concept. In our model, the distractor 

should be just an incorrect choice of the answer 

focus. Thanks to the heuristic and the topic 

information given in the head, we are able to 

represent such information. In this way, the 

assessment application using the questions 

generated by ArikIturri is able to detect those 

chunks to be underlined. 

Next section deals with an experiment carried 

out using the model we have presented. 

4. Evaluation 

For the manual evaluation of the questions, we 

have implemented a web-based post-editing 

environment for helping teachers to set the 

questions. Next, we will explain some features of 

the environment, the experiment and the results. 

4.1. The Post-editing environment 

The post-editing environment requests ArikIturri 

to generate language questions. Those questions, 

which are represented by means of the question 

model, are imported to the environment's 

database. Post-editors, i.e. expert teachers, can 

modify some components of those automatically 

generated questions. 

Thanks to our post-editing environment, 

teachers have different options regarding each 

generated question: to accept it on its own, to 

discard it if it is not an appropriate question or to 

modify it. As the rejection or modification of a 

question can involve a feedback process for 

improving ArikIturri, the environment offers the 

option to add comments related to the reasons for 

not accepting or modifying the question (see 

figure 2). Moreover, if the post-editor decides to 

modify a question, there are several possibilities. 

Firstly, the source sentence can be modified if, for 

instance, some misspellings appear, but, post-

editors can never modify the correct answer. 

Secondly, when distractors are generated they can 

update them or add new ones if they consider that, 

among the options, there are more than one 

possible correct answer or other distractors are 

more appropriate. Taking into account the 

collected information from the post-editors, the 

system will be in a continuous progress. Deeper 

research in the way of providing feedback to 

ArikIturri will be done in the near future. 

4.2. The experiment 

In [1] we made some experiments in order to 

evaluate the correctness of the automatically 

generated questions. There, we used a computer 

assessment application for the evaluation. In that 

case, the application did not offer the option to 

explain the reasons for discarding or updating the 

questions. In this new experiment we use a post-

editing environment especially designed for 

evaluating the quality of the generated questions. 

The environment gives to the human evaluator the 

opportunity to explain its actions. Concretely, they 

will explain their reasons to accept, discard or 

modify a stem or a distractor. 

The experiment is focused on the multiple-

choice question type, as the generation of 

distractors is a matter of high difficulty when 

setting language questions. This generation is 

even more difficult when the distractors are not 

taken from a databank, but they are automatically 

generated words. The topic of the questions that 

the generator has to select is the conjugation of 

verbs. This topic is a difficult task in Basque 



 

Figure 2 - The post-editing environment 

 

language as, when making verb’s conjugation, 

the verb form changes depending on the person 

and number of the ergative, absolutive and 

dative cases of the verb paradigm. For example, 

the verb izan (to be) has 279 different forms for 

present tense. The experiment has been done 

with 597 sentences selected out of 10079. These 

sentences correspond to 234 texts chosen for 

learning purposes of high language level 

students. The human resources were two expert 

teachers working for eight hours each. Taking as 

a basis this restriction we adjusted the number of 

selected sentences for the tasks of the 

experiment. 

The main objective of the first task of the 

experiment is twofold. In the one hand, as the 

extraction of the candidate sentences is an 

automatic process, we want to identify which 

kind of changes post-editors propose for the 

candidate sentences when setting questions 

about specific topics. On the other hand, we 

intend to pick out the reasons for discarding or 

updating the automatically generated distractors 

of multiple-choice questions. The experiment is 

a first step in the way of improving the quality 

of the generation. 

In addition, we have designed a second task 

of the experiment to request post-editors (expert 

teachers) to create distractors by hand in order to 

obtain their experience. 

4.3. Results 

Two expert language teachers of HABE, an 

institute of the Basque government for L2 and 

L1 Basque Language Teaching, used the post-

editing environment. They evaluated the 

appropriateness of 597 candidate sentences 

(stems) of multiple-choice questions. The 8.87 

% of the questions were discarded. However, it 

is important to remark that the experiment was 

made by means of two different kinds of tasks. 

In the first task both post-editors could consult 

the automatically generated distractors as well as 

the correct answer of the source text. In this task 

they discarded only the 2.55 % of the 392 stems. 

In the second task, one of the post-editors 

analyzed the quality of the stems without having 

the chance of consulting any possible distractor. 

In this case, he discarded the 20.97 % of the 205 

automatically generated questions. We presume 



  

 

that the possibility of consulting the generated 

distractors had influence on the results. In our 

opinion, this information gave them a more 

restricted perspective of the topic to be analyzed. 

Next, we will comment on the main reasons 

for discarding the stems. In the one hand, they 

founded some stems with more than one correct 

answer. They considered that it was easier to 

discard those sentences than to change their 

distractors. In the other hand, some of the 

sentences were difficult to understand. 

Sometimes, the post-editors needed a longer 

context of the sentence in order to understand 

the topic of the question. In other cases, the 

ellipsis of some phrases of the sentence made 

difficult the identification of the correct form to 

fill the blank. Finally, it is important to underlie 

that only one sentence was discarded because 

the blank of the question did not correspond to 

the selected topic, i.e. the verb. 

In this paragraph, we are commenting on the 

main reasons for updating the stems. The post-

editors cut sentences that they considered too 

long. They also made changes when they 

considered style aspects of the sentence or 

incorrectness respect to the standard definition 

of Basque grammar. This is an important aspect 

as the normalization process of Basque is 

currently in progress. The position of the blank 

of the question was also a reason to update the 

stem, for example, they proposed to change the 

position of the blank position if it was at the 

beginning of the question. 

The quality of multiple-choice questions 

also depends on the quality of the generated 

distractors. In the experiment for evaluating the 

appropriateness of the generated distractors the 

results were quite good as only the 2.04 % of the 

generated questions were discarded as a 

consequence of the evaluation of the distractors. 

However, we have to say that among the rest of 

the questions, the 91.83 % were accepted and 

the 6.12 % were updated because of different 

reasons. For example, one of the main reasons 

for discarding and updating the generated 

distractors is that the generator gives as results 

some distractors that can be correct answers. 

Deeper research studies of these results, (the 

6.12 % and the 2.04 %), will give us hints to 

improve the heuristics of the generator. 

5. Conclusions and future Work 

In the present work we have explained the 

question model of Arikiturri, an automatic 

question generator. Moreover, we have 

commented on the results of an experiment. This 

experiment is a first step on the improvement of 

the quality of the automatic generation of 

multiple-choice questions. 

Two main characteristics of the question 

model we present in this paper are generality 

and flexibility. It is a general model because of 

its multilingualism feature: the model is 

independent from the language of the generated 

questions. Furthermore, it is also independent 

from the NLP tools used in the generation. 

Indeed, our model allows different types of 

questions to be represented and, in addition, 

different types of questions can be specified into 

the same exercise. Finally, because the model 

has been developed using XML, the importation 

and exportation processes are easy tasks. 

At the beginning of our work we studied 

some standards such as the IMS Question & 

Test Interoperability (QTI). As explained in 

section 3.2 the question model represents some 

data related to the generation process, e.g. the 

heuristics used for creating the distractors. This 

kind of information is not explicitly defined in 

QTI; that is why we decided to define our own 

model. Nevertheless, an extension of IMS-QTI 

to express the mentioned data will be considered 

as the next step of our research work. 

The fact that the distractors of a head could 

have been created with different heuristics is a 

favourable option in terms of quality. Teachers 

can consult the automatically generated 

distractors and give advices or opinions about 

each one in order to improve them. The results 

of the experiment show that this approach gives 

good results and that the quality of the 

generation of the distractors is a matter of 

further research. In the near future, we will 

analyze the experts’ opinions in order to 

improve the heuristics of the question model. In 

addition, we will evaluate the results with 

learners. 
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