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Abstract. In this paper, we present a text evaluation system for students to 
improve Basque or Spanish writing skills. The system uses Natural Language 
Processing techniques to evaluate essays by detecting specific measures. The 
application uses a client-server architecture and both the interface and the 
application itself are multilingual. The article also explains how the system can 
be adapted to evaluate Spanish essays written in Cuban schools. 
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1   Introduction 

In recent years, research has been carried out on computer-based Automated Essay 
Scoring (AES) systems for English ([4, 8, 9, 10, 11, 12]). The AES systems provide 
students with feedback to improve their writing abilities. Nevertheless, the results so 
far have been disappointing due to the difficult nature of defining objective criteria for 
evaluation. Indeed, the evaluation of essays is controversial. In fact, many factors 
influence the scoring of essays: the topic, time limits, handwriting skills and even the 
human raters themselves. Most AES systems are based on expert rater evaluations, 
although some authors [7] use expert writings to develop the evaluation models of 
such systems.  

One of the advantages of AES systems is that they measure all essays using the 
same scoring model. Moreover, they provide empirical information about the 
evaluation process itself. In the case of AES systems which use evaluation models 
based on the criteria of expert raters, the empirical information of the evaluation 
process provides experts with feedback related to their evaluation criteria. This way, 
AES systems offer “objective” data to improve on the controversial task of essay 
evaluation by hand. In this article we address the results obtained from an evaluation 
of 30 essays and the way these results have influenced the criteria of human raters. 



Moreover, we explain the steps followed to define evaluation criteria and how it 
works in our AES system. 

The proposed system uses Natural Language Processing (NLP) techniques to 
detect specific evaluation measures in the analyzed essays. The application uses a 
client-server architecture and both the interface as well as the application itself are 
multilingual. Nowadays, there are few multilingual systems in this field [6]. In this 
paper, we present a multilingual system, describing the way in which different NLP 
tools have been integrated for two different languages: Spanish and Basque. 
Throughout the evaluation, the user gets feedback regarding erroneous linguistic 
structures, lexical variability and discourse information in both languages as well as 
information about the grammatical richness of Basque. 

In the next section, we will explain the functionality and the architecture of the 
developed AES system. In section three we define the features detected by the system 
as well as the NLP tools used. Section four explains the building process of the 
system’s criteria and the evaluation of the system for Spanish essays. Finally, 
conclusions are outlined in the last section. 

2   Functionality and Architecture 

We present a bilingual AES system for Spanish and Basque. The system features a 
Client-Server architecture (see Figure 1). 

The server includes a request manager which calls the language modules of the 
server depending on the language requested by the client. Those language modules 
are composed of two different types of modules related, respectively, to the linguistic 
process and to criteria specification. The linguistic process module for text analysis 
and error management detects those linguistic features that the client will use to 
calculate each evaluation measure. This module extracts spelling errors and lexical 
and discourse information for both languages, as well as syntactic data in the case of 
Basque essays. The criteria specification module includes information about the 
detection of linguistic features (maximum length of a short sentence, word repetition, 
number of repeated word endings, number of words and different lemmas, specific 
features of the language such as the written accent in the case of Spanish, etc.). The 
modules are communicated to the corresponding NLP tools in order to detect the 
necessary features for each evaluation measure. 

We defined three evaluation measures: spelling correction, lexical variability and 
discourse richness. The linguistic features provided by each evaluation measure are as 
follows: spelling errors and accentuation (spelling correction), redundancy or word 
repetition, monotony or repeated word endings, adjective usage (lexical variability), 
conjugated verbs, sentence length and pronoun usage (discourse richness).  

The language modules compute the linguistic features at four different levels: 
word, sentence, paragraph and text. The result is calculated at one of those levels 
depending on the linguistic features of the application. For example, word repetition 
is computed at paragraph level because the client uses the redundancy of the texts at 
that level. Monotony is also calculated at paragraph level. Pronoun, adjective and 
conjugated verb usages are considered to be at text level. 



 

 

Fig. 1. The architecture. 

The client interprets the linguistic features calculated by the server in order to 
compute the evaluation measures that the application will give the user via the results 
of the evaluation. The application (graphic interface) adapts the interface depending 
on the language of the essay. The functionalities of the interface are: a text editor to 
write essays, consultation of previous evaluations and a source of quantitative and 
qualitative results. Although a score is provided for each evaluation measure, the user 
can consult the specific linguistic features related to each one. For example (see 
Figure 2), redundancy (word repetition) in the text is a linguistic feature which 
influences lexical variability. When the user clicks the button named Redundancia en 
el texto (Redundancy in the text), the application marks all the repeated words (one 
color for each different word)1 in each paragraph. The user employs this kind of 

                                                           
1 In figure 2 we use geometric figures to represent different colors. 



feedback to decide which words are justifiably repeated and which ones must be 
changed.  

There are two types of users: students and teachers. The main difference between 
them is that teachers can consult the raw formulae used to calculate each evaluation 
measure. The formulae give information about the linguistic features used when 
calculating each evaluation measure and the weight given to each feature in the 
formulae. 

The proposed system can be used in both, Windows and Linux operating systems. 
The client is programmed with php while the server modules are written in C++. 

 
 

 

Fig. 2. Screenshot of the results provided by the evaluator. 

3   NLP Tools and the Detection of Linguistic Features 

As seen in figure 1, the system makes use of the open source morphological analyzer, 
named freeling (version 1.5) ([3, 5]), in the Spanish module and our liborto library as 
a basis for the detection of spelling errors in Spanish. In the case of Basque, the 
morphological analyzer, [1] apart from dividing the words into corresponding lemma 
and morphemes, provides the morphosyntactic information necessary for the 
evaluation of the essays. This analyzer is also able to analyze erroneous words. 
Moreover, the Constraint Grammar formalism [2] includes linguistic rules for the 
detection of errors at sentence level. 

We think that it is worthwhile to provide users with feedback, despite the 
limitations of NLP tools. For example, in the case of freeling, the information related 



to the part-of-speech is helpful in deciding whether a word must be taken into account 
when detecting redundancy or monotony. Likewise, the number of adjectives in an 
essay is another important aspect when evaluating its lexical variability. Hence, the 
number of adjectives, redundancy and monotony are the three linguistic features used 
to calculate the lexical variability of the Spanish essays. Discourse richness is based 
on the number of conjugated verbs and of pronouns, as well as sentence length. We 
are aware of the limits of this approach since some features, such as the use of 
conjunctions and coordination or subordination phrases, should also be considered 
when measuring the discourse level of an essay. However, the freeling open source 
software does not provide this kind of information. As explained in the next section, 
the raters did not take the mentioned features into account when evaluating the essays. 
Therefore, they were aware of the limits of the NLP tools before giving a strict 
evaluation. 

4   Evaluation of Spanish Essays 

In this section we explain the process followed to develop the system’s criteria to 
evaluate essays written in Spanish in Cuban schools. During the identification of the 
criteria, the raters changed the formulae used in the evaluation in order to adapt 
automatic results to their evaluation done by hand. These changes were made in the 
criteria module. That means that in the future, when we have a wide-coverage 
analyzer for Spanish, raters will be able to change their formulae in order to take 
aspects such as subordination and coordination into consideration. The empirical 
information of the evaluation process provided the raters with specific evaluation 
criteria feedback and, based on the feedback, the experts changed the weighting 
assigned to the linguistic features in the formulae. 

4.1   The Process 

In order to define the criteria module for Spanish, we collected a sample consisting of 
30 Spanish essays written by 9th grade students in Cuban schools. In general, the 
average text length was 237 words. 

At the beginning, two experts evaluated a sampling of the compositions in order to 
define a formula for each evaluation measure. For example, in the case of lexical 
variability, the experts provided special weights for redundancy and monotony of the 
text. The lack of adjectives was weighted lower than the previous ones. Indeed, 
during different interviews with the raters, we realized that we had to give a specific 
weight to each linguistic feature. That task proved to be difficult as we strived to be as 
objective as possible. 

The raters used a hundred-point scale to evaluate the compositions and a number of 
points were subtracted each time a linguistic feature was used erroneously. It was not 
obvious whether the score was the same in the case of each rater, which is related to 
subjectivity bias. However, by common consent, they defined the number of points to 
subtract for each linguistic feature. Once they agreed on all linguistic features, we 
defined the weight that would be given to each. We went on to make up the formulae 



to be applied in the automatic process. When it came to developing the system, we 
compared the automatic results and the hand-made evaluations of those 30 essays. We 
conducted the experiment with three different evaluation measures: spelling 
correction, lexical variability and discourse richness. In the case of all measures, the 
totals are counted without considering prepositions, conjunctions or articles. 

4.2   The Experiment 

For this experiment, spelling correction, lexical variability and discourse richness 
measures were analyzed. In this case, scores ranged between 1 (the lowest) and 10 
(the highest), following the criterion currently used at Cuban schools. The scores 
provided by our system were compared to scores recorded by hand. The scores 
reflected precision, recall and F1. 

In this context, we defined these measures as follows:  

essaysevaluatedsystemofNumber

essaysevaluatedsystemcorrectofNumber
Precision =  

essaysevaluatedmanuallyofNumber

essaysevaluatedsystemcorrectofNumber
Recall =  

RecallPrecision

RecallPrecision
F

+
= **2

1  

Table 1 shows the results obtained by the evaluator while factoring in spelling 
correction. In the table, the first column shows possible test scores. The second 
column represents the number of texts that raters manually assigned to each score. 
The third column represents the number of texts for which the evaluator assigned the 
correct score. The fourth column represents the number of texts to which raters (and 
not the system) assigned each score. The fifth shows the number of texts to which the 
system (and not raters) assigned each score. Finally, the last three columns show 
precision, recall and F1 values. Likewise, Table 2 shows the results obtained for 
lexical variability, Table 3 describes the results related to discourse richness and 
Table 4 shows the results yielded for a global evaluation, where the three mentioned 
evaluation measures were considered together. The structure of these tables is the 
same as that of Table 1. 

 
Table 1. Results obtained by the automatic evaluator for spelling correction. 

Scores According 
to raters 

Correctly 
scored Missed Spurious Precision  Recall F1 

10 26 25 1 2 92.59 96.15 94.33 

9 4 2 2 1 75 50 60 

Total 30 27 3 3 90 90 90 

 



Table 2. Results obtained by the automatic evaluator for lexical variability. 

Scores According 
to raters 

Correctly 
scored 

Missed Spurious Precision Recall F1 

10 24 22 2 0 100 91.67 95.65 

9 6 3 3 2 60 50 54.55 

8 0 0 0 2 0 - - 

7 0 0 0 1 0 - - 

Total 30 25 5 5 83 83 83 

 

Table 3. Results obtained by the automatic evaluator for discourse richness. 

Scores According 
to raters 

Correctly 
scored 

Missed Spurious Precision Recall F1 

10 30 30 0 0 100 100 100 

 
Several observations can be made by analyzing the results in Tables 1, 2, 3 and 4. 

First, despite the difficulty of this task, the system achieves encouraging values of 
recall, precision and F1 for all evaluation measures. Second, the quality results with 
respect to spelling correction measure decrease in essays with scores of 9. This is due 
to the fact that the evaluator recognizes fewer spelling errors than do the raters 
because it does not identify context errors. In future research, we will improve the 
liborto library to help identify these types of errors. 

 

Table 4. Results obtained by the automatic evaluator for the global evaluation of 
the texts. 

Scores According 
to raters 

Correctly 
scored 

Missed Spurious Precision Recall F1 

10 13 9 4 1 90 69.23 78.26 

9 14 10 4 4 71.43 71.43 71.43 

8 2 2 0 3 40 100 57.14 

7 1 0 1 0 - 0 - 

6 0 0 0 1 0 - - 

Total 30 21 9 9 70 70 70 



When it comes to lexical variability, the obtained results are highly dependent on 
the morphological analyzer. Unfortunately, errors in part-of-speech tagging and 
unknown words influence these results. Another factor that affects the precision and 
recall of the evaluator is related to the manual calculation of monotony and 
redundancy. This is a challenging task for raters, who often detect only minimal 
repetition. 

Another fact that also clearly emerges from the tables is that all essays have high 
scores, due to the advanced writing ability of the students. We will plan further 
experiments including a greater number of essays. 

5   Conclusions 

An essay evaluation system has been presented to help students improve their Basque 
or Spanish writing skills. This system is the core of the first bilingual web application 
developed to handle the two aforementioned languages. In addition, it may be easily 
adapted to other languages thanks to the modularity of the architecture. Moreover, the 
formulae used for the evaluation can be updated depending on the needs of the human 
raters. In the near future, we plan on conducting experiments using machine learning 
techniques to update the formulae. 

Analyses of the essays of Spanish students show encouraging results. For 
evaluation purposes, we have taken three measures into account: spelling correction, 
lexical variability and discourse richness. Each measure is meant to provide 
information which must be considered in order to emulate real life scoring as 
accurately as possible, as a human rater would do. We must recognize that the 
evaluator is unable to grade in a manner as detailed and elaborated as a teacher would. 
However, it does provide students with an opportunity to practice their writing skills 
and it is a way to improve their knowledge of languages, in this case Spanish and 
Basque. 

For future research, we will analyze comparisons with other similar systems, 
measure the level of rater agreement when evaluating essays and try to include 
experiments with participants with a wide range of abilities. Coherence and discourse 
analysis of texts will also be an important line of research in the near future. 
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