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Abstract
In this paper we present a system for translating named entities between different language pairs, using com-
parable corpora. We present the different experiments we have tried, where we have translated entities from
Basque into Spanish, and from Spanish into English. The aim of this experiments is twofold: on the one hand,
we want to validate the strategy we propose to translate Basque named entities into Spanish taking advantage of
comparable corpora; on the other hand, we want to prove that this approach is applicable to different language
pairs and that the performance is reasonable.

1. Introduction
Person, location and organization names, are the
main types of named entities (NEs), and they are
expressions commonly used in all kinds of writ-
ten texts. Recently, these expressions have be-
come indispensable units for many applications
in the area of information extraction, as well as
for many searching engines. We can find many
tools dealing with the identification and classifi-
cation of named entities (CoNLL1) for specific
languages. But, there is less published research
on NEs translation. Luckily the interest is in-
creasing considerably in the last years as we will
see in the following section.
Our main goal is to build a multilingual NE
database, which can be very useful for transla-
tion systems, multilingual information extraction
tools (i.e. Question Answering) or multilingual
systems in general. Since getting the informa-
tion for that multilingual NE database was a com-
plex task, we decided to work in the field of NEs’
translation; furthermore, we wanted too design a
system for translating those expressions between
different language pairs.
If we look at the works published about NE trans-
lation, we can distinguish 3 types of systems:
systems based on parallel corpora, which are the
most widely used; the ones based on comparable

1http://www.cnts.ua.ac.be/conll2003/ner/

corpora; and finally, the ones that only use the
web as an open corpus.
As we have mentioned before, most of the re-
lated works use parallel corpora. However, and
as it is widely known, obtaining parallel corpora
is not an easy task, and it becomes harder when
one of the languages in the pair is a minority lan-
guage, as it is the case of Basque. Nevertheless,
we can use comparable corpora to solve the prob-
lem of lacking parallel corpora. Comparable cor-
pora are those datasets which are written in dif-
ferent languages but are not translations of one
another, thus, they cannot be aligned. But they
are supposed to deal with similar subjects and to
be written in similar styles. Compiling that kind
of corpora is much easier than obtaining parallel
ones, although sometimes it is not possible to get
neither of them. In this case, we can use the web
as a multilingual corpus, in order to search for
possible entity translations.
For this work, we obtained the comparable cor-
pora with the NEs tagged from the Hermes
project2(news databases: cross-lingual informa-
tion retrieval and semantic extraction). All the en-
tities have been automatically identified and clas-
sified. Those datasets are newspaper articles bor-
rowed from different newspapers of the same year
but they are not translations of one another. Any-
way, the articles from different newspapers deal

2http://nlp.uned.es/hermes/



with similar topics and news: international news,
sports, politics, economy, culture, local issues
and opinion articles, but with different scopes.
The Basque corpus has 40,648 articles with
9,655,559 words and 142,464 NEs from Eu-
skaldunon Egunkaria, a newspaper entirely writ-
ten in Basque; the Spanish corpus has 16,914 arti-
cles with 5,192,567 words and 106,473 NEs from
the news agency EFE3; and finally, the English
dataset has also been borrowed from EFE, and
has 16,942 articles 3,631,335 words and 49,768
NEs.
As we can see, there are much more articles in the
Basque corpus than in the others. And, even the
Spanish and English corpora have similar amount
of articles, the Spanish set has twice the number
of NEs in the English set. However, we assume
that they share common NEs and they could be an
interesting resource for the NE translation task.
For our experiments, we have used two compa-
rable datasets, one for the Basque-Spanish lan-
guage pair, and another for the Spanish-English
pair.
Besides these two datasets, we have also used
some other information sources in order to de-
velop the language independent NEs translation
system:

• A finite-state transducer based on edit dis-
tance (Kukich, 1992), simulating simple
cognates and transliteration transformations
(Al-Onaizan et al., 2002b) in a language in-
dependent way;

• A bilingual dictionary for the corresponding
language pair;

• An element rearrangement module for lan-
guage pairs that follows different syntactic
patterns.

The paper is structured as follows. Section 2
presents the related works. Section 3 presents the
experimental settings. In section 4 we describe
the development of the NE translation system us-
ing a limited amount of linguistic knowledge. In
section 5, we present the results of the experi-
ments, and finally, section 6 presents some con-
clusions and future work.

3EFE is a news agency with delegations in Madrid
and Miami

2. Related Works
Recently, considerable research effort has been
focused on machine translation systems (MT) and
their improvement. But most of the MT sys-
tems translate named entities without any specific
treatment. That is the reason why most systems
will translate the Spanish form escuela de dere-
cho de Harvard into school of the right of Har-
vard instead of Harvard Law School which is the
correct English form, as Reeder argues (Reeder,
2001). So besides being a good way to obtain
multilingual NE information, NE translation can
be considered a helpful task for MT improve-
ment.
Concerning the resources, despite the difficulty
to get bilingual parallel corpora for many lan-
guages, most NE translation systems work with
parallel datasets. Furthermore, those bilingual
corpora are aligned at paragraph or even at phrase
level. For example, Moore’s work (Moore, 2003)
uses bilingual parallel English-French aligned
corpora, and he obtains a French form for each
English entity applying different statistical tech-
niques.
Although comparable corpora has been less stud-
ied, there are some known systems designed to
work with them as well; Such as the system that
translates entity names from Arabic to English
(Al-Onaizan et al., 2002a), and the Chinese-
English translation tool presented in ACL 2003
(Chen et al., 2003).
The main goal of both systems is to obtain the
equivalent English form, taking Chinese and Ara-
bic respectively as source language. Two kinds
of translations can be distinguished in both sys-
tems: direct/simple translations and transliter-
ations (Al-Onaizan et al., 2002b). However,
the techniques used by each tool are different.
Frequency based methods are used in Chinese-
English translations, while in the Arabic-English
language pair, a more complex combination of
techniques is applied.
Similar techniques are applied at (Sproat et al.,
2006) and (Tao et al., 2006), in which transliter-
ate English-Chinese named entities using compa-
rable corpora. The former combines a supervised
phonetic transliteration technique and a phonetic
frequency correlation approach, while the latter
combines those techniques, but applying the pho-



netic approach in an unsupervised way, where the
distance is determined by a combination of sub-
stitution, insertion and deletion of characters.
Finally, we also want to mention the work
(Poliquen et al., 2005) which is integrated at the
news analysis system NewsExplorer4. This re-
search tries to extract person names from multi-
lingual news collections to match name variants
referring to the same person, and to infer relation-
ships between people based on the co-occurrence
information in related news.
In this paper, we present the research carried
out for translating entity names using compara-
ble corpora. We consider this method language
independent, even though a bilingual dictionary
is required, because we don’t use any language
dependent linguistic rule for the translation pro-
cess. We have applied our method to Basque-
Spanish and Spanish-English language pairs. We
have also compare our results to the ones ob-
tained with a language dependent NE translation
system (Alegria et al., 2006).

3. Experimental settings
When we started working at the NE translation
task, we designed a language dependent tool for
translating NEs from Basque to Spanish using
comparable corpora. That system used linguis-
tic information for both transliteration and entity
element rearrangement. We tested this system us-
ing a set of the most common entities, and we
obtained interesting results, with about a 78.7%
F-score.
Since our goal is to obtain not only bilingual, but
also multilingual NE information, and bearing in
mind that designing a system for each language
pair in a language dependent way is very expen-
sive, we decided to experiment designing a rela-
tively language independent tool following a sim-
ilar strategy, and using comparable corpora and
bilingual dictionaries. Firstly, we tested this tool
in the Basque-Spanish language pair, in order to
validate the methodology, and we compared it to
the language dependent tool. We saw that the per-
formance was even better than we expected and,
it obtained an F-score of 77.5%, which is quite
close to the performance of the language depen-
dent tool.

4http://press.jrc.it/NewsExplorer/entities/en/1.html

For this reason, we wanted to see if the tool could
be really applied to other language pairs, and
hence be useful for extracting multilingual NE in-
formation without an exhaustive linguistic mod-
elling of other languages. So we tried the same
experiment in the Spanish-English language pair.
As we have mentioned before, we have used two
main resources for our experiments: comparable
corpora and bilingual dictionaries. We have al-
ready described the corpora in the introduction.
Concerning the bilingual dictionaries, we have
used a set of 74,331 Basque words with their
corresponding Spanish translations for Basque-
Spanish experiments, while for Spanish-English
experiments this resource contains 73,784 en-
tries.
For evaluation purposes, we have used similar
corpora, but extracted from different years. For
each language pair, Basque-Spanish and Spanish-
English, we have extracted 200 most frequent
NEs in the source language and we have trans-
lated them manually.
In order to carry out an evaluation based on
correct NEs, since the NEs were automatically
treated, we verified that all the entities were cor-
rectly identified, because if the original entity was
not a correct expression, the translation system
could not probably propose a correct translation.

4. System Description

As we have mentioned before, we have applied a
similar strategy to that used in the language de-
pendent system for the design of the language in-
dependent NE translation tool.
The system uses 4 main modules: a grammar
for transliteration combined with a bilingual dic-
tionary for those words that cannot be translated
only applying transliteration but also need some
translation; an element rearranging module for
the construction of the whole entity from com-
ponents, which will treat the possible different
syntactic structures between both languages, as it
happens in the Basque-Spanish pair; and finally
a searching module to decide which candidate is
the most suitable. This architecture is described
in Figure 1. In the following subsections we will
present each module in detail.



Figure 1: System Architecture

4.1. Entity element translation module

The entity translation module has two main com-
ponents: a transliteration finite-state automaton;
and a bilingual lexicon.
We have used two main resources to automati-
cally generate the transliteration rules: an edit
distance (Kukich, 1992) based on a finite state
grammar and a lexicon of the target language.
Since this process is automatic it can be applied
to any other language pair that uses similar alpha-
bets.
The edit distance grammar uses the typical char-
acter based edit operations: insertion, deletion
and replacement of a character in a word. Each
operation is implemented as a rule in XFST
(Beesley and Karttunen, 2001).
There is no specific rule in the grammar for
switching adjacent characters, because that trans-
formation can be simulated just combining
the deletion and insertion operations mentioned
above.
So this module will be able to obtain the transla-
tions of some of the NEs applying transliteration.
For example, for the Basque-Spanish language
pair, the system will transliterate Kuba into Cuba,
replacing K with the C character; for the Spanish-
English language pair, the system will transliter-
ate Constitución into Constitution, replacing the
second c with t and ó with o.
Since each rule can be applied n times for each

word, the set of all translated words that we ob-
tain after applying rules independently and com-
bining them, is too extent. In order to reduce
the output proposal-set, the system combines the
grammar with a lexicon of the target language,
and it restricts the transformation rules to at most
two applications per word, avoiding the genera-
tion of words with more than two transformations
(see Figure 2).

Figure 2: Transliteration automaton generation

We have generated three transliteration automata
(TA) combining the mentioned resources:

• An automaton that copies the input word
into the output (TA Max-transformations=0)

• An automaton generating words with
at most one transformation (TA Max-
transformations=1)

• An automaton generating words with
at most two transformations (TA Max-
transformations=2)

For the experiments, the target lexicons have been
constructed using all the words from each target
training set, excluding grammatical words such
as prepositions, articles, etc., and using stop-
lists5.
However, there are some translations that cannot
be obtained applying only transliteration rules.
The system uses a source-target bilingual dic-
tionary, converted into an automaton for those
words. This automaton is combined with the
three transliteration automata mentioned before.
The application strategy is shown in Figure 3.

5http://www.lc.leidenuniv.nl/awcourse/oracle/text.920/
a96518/astopsup.htm



The system firstly tries to obtain a translation pro-
posal applying the zero-transformations TA to the
input entity element. When the element is not
found in the target lexicon, it applies the bilingual
dictionary, and so forth.

Figure 3: Element Translation Strategy

So this module is able to translate not only the
transliterated words in the comparable corpora,
but also, the words that cannot be translated us-
ing transformation knowledge and that need in-
formation from a bilingual dictionary, such as
’Erakunde’ vs. ’Organización’6.
Since we have considered these datasets compa-
rable, we assume that most of the source words
would have their corresponding translation in the
target dataset, in order to verify the correctness of
the final translation automaton’s output.

4.2. Entire Entity Construction
Since we want to build a language independent
system that works just having two different lan-
guage datasets, we don’t want to use further lin-
guistic information to combine syntactically the
entity components. But we cannot ignore the
possibility of having different syntactic patterns
between languages, and this makes necessary to
include some treatment for element rearrange-
ment. This happens, for example in the Basque-
Spanish language pair; Entity constituents may
occur in different positions in both languages, so
this module is applied before searching for trans-
lation candidates in the comparable corpora.
We might use many approaches to order ele-
ments, but we have chosen the simplest one:
combining each proposed element with the rest,

6Organization

considering that each proposal can appear in any
position within the entity. Thus, the system will
return a large list of candidates, but it will include
the correct one, if the independent translation of
all the elements has been done properly.
Although in some cases prepositions and articles
are needed to obtain the correct target form, the
translation candidates for the whole entity will
not contain any element apart from the translated
words of the original entity. So, we will take into
account the lack of these elements in the follow-
ing step.

4.3. Comparable Corpus Search

Once the system has worked out all possible
translation candidates for the whole entity, the
following step consists on selecting the most
suitable proposal. For that purpose, the system
searches for them in the target language dataset,
where entities are tagged.
Every translation proposal obtained from the pre-
vious step will be searched in the target dataset
and each proposal will be positioned at a ranked
list according to its frequency in the training cor-
pus. Thus, the most repeated entities in the cor-
pus will appear at the top of the list, being the
most suitable translation proposals.
So briefly, the system takes a NE in source lan-
guage as input, applies the translation module to
each element, then it constructs the entire entity
translation candidates, and finally it searches for
them in a comparable corpora in order to obtain
the most suitable ones, as described in Figure 4.

Figure 4: NE Translation Tool



5. Experiments
As we have mentioned before, we have used a
set of 200 most frequent NEs for each language
pair, both Basque-Spanish and Spanish-English
for evaluation.
We have used three evaluation measures to
present the results of the experiments:

• Precision = correctly translated NEs
Translated NEs

• Recall = correctly translated NEs
All NEs

• F − score = 2∗Precision∗Recall
Precision+Recall

When we compared the results for the Basque-
Spanish pair of the language independent system
with the ones obtained with the language depen-
dent system (Alegria et al., 2006), we saw that al-
though the latter gets almost a 1.3% better perfor-
mance, the performance of the language indepen-
dent system could be considered a good approach
with no need of exhaustive linguistic structure
study.
However, we wanted to measure the performance
of the Spanish-English language pair as well to
verify if the results could be considered similar.
The results of both experiments are shown in Ta-
ble 1.

Lang. Pair Pr. R. Fs
eu-es 82.02% 73% 77.5%
es-en 75.15% 62% 67.94%

Table 1: Language Independent System results

Observing these results, it seems that the sys-
tem works considerably worse on the second lan-
guage pair. In order to know the reason of that
significant loss, we have reviewed all the sup-
posed incorrect translations. We have observed
that 26 of those translations were considered bad
translations, because the frequency of the source
NE form was higher than the one of the tar-
get form. This could be due to writing errors
done by non-native speakers in the English EFE
dataset. For example, when the system translates
the Spanish form Italia into English, it creates a
list of candidates where both Italy and Italia are
generated. Then, as we have seen, it searches
the candidate list at the comparable corpora and it
ranks that list using frequency information on the

corpus. Since in the English corpus Italia occurs
more often than the correct form Italy, the former
will be proposed as the most suitable translation,
although the latter is the correct one. So when we
evaluate this translation we see that an incorrect
translation is proposed. Nevertheless, the error
happens due to errors at the target corpus and not
because of the bad performance of the language
independent translation tool.
So, we can conclude that the system is very sen-
sible to the target dataset correctness. And so, we
guess that, if those 26 NE forms have their corre-
sponding correct English form, the system would
translate them correctly, and the results would be
5% better than the results for the Basque-Spanish
pair.

6. Conclusions and Further Work
We have presented an approach for the design
and development of a language independent NE
translation system in order to obtain NE multi-
lingual information, using comparable corpora,
which seems to work well for different language
pairs that have similar alphabets and writing
habits.
To construct a new NE translation system, it is
necessary to collect NE tagged comparable cor-
pora for source and target languages, and also a
bilingual source-target dictionary. The next step
would be to extract the list of words (exclud-
ing stop-words) in the target dataset to gener-
ate the word translation automata using the gen-
eral transliteration grammar already developed
(as shown in Figure 2). Then the bilingual dic-
tionary must be combined with the TAs obtained
in the previous step (as shown in Figure 3). And
finally, NEs in the target corpus must be extracted
and stored along with their frequency, in order to
select the most suitable translation among all the
candidates.
Another way to select the most suitable NE trans-
lation is to use the web instead of the target
dataset, as in (Moore, 2003). Nevertheless if we
used the web, the system would be considerably
slower due to the size of the resource, and conse-
quently the answer time would be higher.
Another important issue is how to represent and
link all this multilingual information to answer to
a single language question in different language.



And finally, we want to improve the NE systems,
including the translation system presented in this
paper, and using the multilingual information we
are collecting from all the comparable corpora.
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