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ABSTRACT.

This paper shows different issues in the construction and knowledge representation of an
intelligent dictionary help system. IDHS (Intelligent Dictionary Help System) is conceived as a
monolingual (explanatory) dictionary system for human use (Artola & Evrard, 92). The fact that it
is intended for people instead of automatic processing distinguishes it from other systems dealing
with the acquisition of semantic knowledge from conventional dictionaries. The system provides
various access possibilities to the data, allowing to deduce implicit knowledge from the explicit
dictionary information. IDHS deals with reasoning mechanisms analogous to those used by
humans when they consult a dictionary. User level functionality of the system has been specified
and a prototype has been implemented (Agirre et al., 94a).

A methodology for the extraction of semantic knowledge from a conventional dictionary is
described. The method followed in the construction of the phrasal pattern hierarchies required by
the parser (Alshawi, 89) is based on an empirical study carried out on the structure of definition
sentences. The results of its application to a real dictionary has shown that the parsing method is
particularly suited to the analysis of short definition sentences, as it was the case of the source
dictionary. As a result of this process, the characterization of the different lexical-semantic
relations between senses is established by means of semantic rules (attached to the patterns); these
rules are used for the initial construction of the Dictionary Knowledge Base (DKB).

The representation schema proposed for the DKB (Agirre et al., 94b) is basically a semantic
network of frames representing word senses. After the construction of the initial DKB, several
enrichment processes are performed on the DKB in order to add new facts to it; these processes are
based on the exploitation of the properties of lexical-semantic relations, and also, on specially
conceived deduction mechanisms. The result of the enrichment processes show the suitability of
the representation schema chosen in order to deduce implicit knowledge. Erroneous deductions are
mainly due to incorrect word sense disambiguation.
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1 INTRODUCTION.

IDHS (Intelligent Dictionary Help System) is a monolingual (explanatory) dictionary system
(Artola & Evrard, 92). Its design was conceived from the study of questions that human users
would like to be answered when consulting a dictionary. The fact that it is intended for people
instead of automatic processing distinguishes it from other systems dealing with the acquisition of
semantic knowledge from conventional dictionaries. The system provides various access
possibilities to the data, allowing to deduce implicit knowledge from the explicit dictionary
information. IDHS deals with reasoning mechanisms analogous to those used by humans when
they consult a dictionary.

The starting point of IDHS is a Dictionary Database (DDB) built from an ordinary French
dictionary. Meaning definitions have been analysed using linguistic information from the DDB
itself and interpreted to be structured as a Dictionary Knowledge Base (DKB). As a result of the
parsing, different lexical-semantic relations between word senses are established by means of
semantic rules (attached to the patterns); these rules are used for the initial construction of the
DKB.

Once the acquisition process has been performed and the DKB built, some enrichment
processes have been executed on the DKB in order to enhance its knowledge about the words in
the language. Besides, the dynamic exploitation of this knowledge is made possible by means of
specially conceived deduction mechanisms. Both the enrichment processes and the dynamic
deduction mechanisms are based on the exploitation of the properties of the lexical semantic
relations represented in the DKB (Agirre et al., 94b).

This paper describes both the acquisition process of semantic knowledge performed in order to
build the DKB and the knowledge representation model adopted in IDHS. The analysis of the
definitions has been done after some empirical studies on the data contained in the DDB (Agirre et
al., 94c). The analysis mechanism  is mainly based on hierarchies of phrasal patterns (Alshawi, 89)
with some extensions. The parser has been implemented, and integrated with the DDB so that the
definitions are directly obtained from the DDB and the different parses result of the analysis are
recorded in it. Obviously, the DDB itself has played the role of lexicon for the parser. The
methodology used in the process of construction of the hierarchies is briefly explained.

In the following section an overview of IDHS is given. Section 3 presents the process of
construction of the DKB. The knowledge representation model and the enrichment mechanisms are
fully described in sections 4 and 5. Section 6 describes some inferential aspects of the system.
Finally, in section 7, some figures about the size and contents of the prototype built are presented.

2 THE IDHS DICTIONARY SYSTEM.

IDHS is a dictionary help system intended to assist a human user in language comprehension or
production tasks. The architecture of IDHS includes four modules:

• The Dictionary Knowledge Base, represents by means of frame structures the knowledge
extracted from the Dictionary; it has been organised in different submodules,. It will be
explained in more detail in section 4.

• The Inference Module. It facilitates the inferencing capabilities of the system. The basic
functionality is part of this module. In section 5 more precise explanations are given.

• The Communication Module which, on the one hand, interprets the questions posed by
the user, and translates them to the internal representation and, on the other hand,
translates the answer of the system into an comprehensible text .

• The Interface Module which permits a friendly communication with the user.

The first two modules and a simple schema of the communication module have been specified
and a prototype implemented (Agirre et al., 94a). The last module is not the focus of our work.

Figure 1 shows the general architecture presented.
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Fig. 1.- Basic Architecture of IDHS.

The system provides a set of functions that have been inspired by the different reasoning
processes a human user performs when consulting a conventional dictionary. Definition queries,
search of alternative definitions, differences, relations and analogies between concepts, thesaurus-
like word search, verification of concept properties and interconceptual relationships, etc. (Arregi
et al., 91; Agirre et al., 93) are some of the functions implemented.

For instance, a definition request, DDEF, takes as input a concept, an explanatory-level, a
dictionary and a language, giving as output a definition. But it has different levels of explanation:
textual (the result is just the text associated to that definition), local (the answer gives the network-
like representation of the textual definition), and inherited (it produces the network-like
representation of the textual definition plus other relations deduced from the concept hierarchy).
The following examples are definition queries for the meaning of wasp in the LPPL French
dictionary, but the requested explanatory levels are different: textual in the first example, local in
the second one , and inherited in the third one .

Translator.-  DDEF (|guêpe I 1|, textual, LPPL, French, ?D)
The user asks for the definition of wasp in French with "textual" as explanatory-level
System.-  D=  'insecte hyménoptère à aiguillon'
T.- DDEF (|guêpe I 1|, local, LPPL, French, ?D)
Definition of wasp in French with "local" as explanatory-level
S.- D= (and (|guêpe I 1| HYPERONYME |insecte I 1|)

(|guêpe I 1| CARACTERISTIQUE |hyménoptère I 1|)
(|guêpe I 1| POSSESSION |aiguillon I 1|))

Wasp is an hymenopterous insect with sting .
T.- DDEF (|guêpe I 1|, inherited, LPPL, French, ?D)
Definition of wasp in French with "inherited" as explanatory-level.
S.-D= (and (|guêpe I 1| HYPERONYME |insecte I 1|)

(|guêpe I 1| CARACTERISTIQUE |hyménoptère I 1|)
(|guêpe I 1| CARACTERISTIQUE |articuler I 1#m|)
(|guêpe I 1| POSSESSION |aiguillon I 1|)
(|guêpe I 1| POSSESSION |patte I 1#n|)
(|guêpe I 1| HYPONYME |frelon I 1|)
(|guêpe I 1| POSSESSEUR |guêpier I 1|))

Wasp is an articulated hymenopterous insect with sting  and legs , a 
bumblebee  is a wasp, and a wasp's nest  has wasps .

The next example will show the effects of thesaurus-like search of concepts (RTHS). This
function takes as input an expression of constraints, a dictionary, and a language, and returns the
list of concepts that meet the constraints stated. Examples follow:

T.- RTHS(( and (?X HYPERONYME |instrument I 1|)
   (?X OBJECTIF |mesurer I 1|))

LPPL, French, ?X, ?LC)
The user asks for nouns in French which are tools used for measurement

S.- LC=(|baromètre I 1|, |dynamomètre I 1|, |télémètre I 1| )

T.- RTHS(( and (?X HYPERONYME |consumer I 1|)
(?X AGENT |feu I 1|)),

LPPL, French, ?X, ?LC)
The user asks for verbs in French for to consume  with agent fire

S.- LC=(|brûler I 1|, |calciner I 1| )
to burn, to blacken.

In summary, IDHS can be seen as a repository of dictionary knowledge apt to be accessed and
exploited in several ways. The system has been implemented using KEE knowledge engineering
environment.

All the knowledge represented in IDHS system has been acquired from a conventional
dictionary by means of parsing dictionary definitions using NLP techniques. Two different steps
were distinguished when building the DKB. First the extraction of the information from the
dictionary and its recording into a relational database: the Dictionary Database (DDB). This DDB
was the starting point in order to create, in step 2 (see figure 2), the object oriented Dictionary
Knowledge Base, that is, in fact, the support of our deduction system.
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Fig. 2.- From the MRD to the DKB.

Focusing on the step 2 (construction of the DKB from the DDB) two phases are distinguished.
Firstly, information contained in the DDB is used to produce an initial DKB. General information
about the entries obtained from the DDB (POS, usage, examples, etc.) is conventionally
represented —attribute-value pairs in the frame structure— while the semantic component of the
dictionary, i.e. the definition sentences, has been analysed and represented as an interrelated set of
concepts. In this stage the relations established between concepts could still be, in some cases, of
lexical-syntactic nature. In a second phase, the semantic knowledge acquisition process is
completed using for that the relations established in the initial DKB. The purpose of this phase is to
perform lexical and syntactical disambiguation, showing that semantic knowledge about
hierarchical relations between concepts can be determinant for this.

3 BUILDING THE DICTIONARY KNOWLEDGE BASE.

The starting point of this system is a small monolingual French dictionary (Le Plus Petit
Larousse, Paris: Librairie Larousse, 1980). This dictionary consists of nearly 23,000 senses related
to almost 16,000 entries. Each entry contains the following components: part of speech (POS),
meaning definition or cross-references to synonyms, marks of discourse domain usage, examples
(14% of entries), etc. Among the definitions, 74% have four or less than four words. The average
number of words per definition is 3.27.

The dictionary was recorded in a relational database: the Dictionary Database (DDB). This
DDB is the basis of every empirical study that has been developed in order to design the final
representation for the intelligent exploitation of the dictionary. The information attached in the



DDB to each word occurrence in meaning descriptions was completed following a mainly
automatic tagging process. Every definition word occurrence was attached to its canonical form
(homograph and sense numbers included when possible). First of all, an automatic procedure run
on the definitions made the attachments, using information about the entries obtained from the
DDB itself. Secondly, a great number of definition word occurrences were tagged with
corresponding POS's. This had been automatically possible when the canonical form attached to
the word belonged to a POS only. After that, some cases remained unsolved, due mainly to
morphological problems —no morphological treatment has been carried out— or to the no
existence of some entries in the source dictionary. As a result of this process more than 85% of
word occurrences were tagged, and in 70% of definitions all words were tagged. Figure 3 shows
two different entries and the information associated in the database to their definition words.

spatule I 1: sorte de cuiller plate (1)
sorte I de I cuiller I 1 plat I (2)
f. prép. f. adj. (3)

F (4)
spatula: a kind of flat spoon (5)

bolide I 1: véhicule qui va très vite (1)
véhicule I 1 qui I aller I très I 1 vite I 1 (2)
m. pron. rel. vi. adv. adv (3)

PI3 (4)
racing car: vehicle that goes very fast (5)

Fig. 3.- Two different entries in the DDB after tagging and disambiguation.
(1) definition text
(2) canonical forms
(3) POS (where f  is attached to feminine nouns, m to masculin nouns, vi  to intransitive verbs

and pron. rel.  to relative pronouns)
(4) ortho-morphological alterations (where F means feminine of an adjective and PI3  means

third person singular of present tense)
(5) English translation

The definition sentences, that is the semantic component of the dictionary, have been analyzed
in the process of transformation of the data contained in the DDB to produce the DKB. The
analysis mechanism used is based on hierarchies of phrasal analysis patterns (Alshawi, 89). This
mechanism seems to be especially adequate to derive and make use of partial analysis of dictionary
definitions. Nevertheless, our implementation includes some modifications due mainly to its
integration in the environment of the DDB, such as: (a) the definitions are directly obtained from
the DDB; (b) the different parses, which are the result of the analysis, are recorded in it; and (c) the
DDB itself has played the role of lexicon for the parser supplying the POS's corresponding to
words from the DDB.

The pattern analyzer includes the possibility to add a predicate name to syntactic elements. The
use of this predicate allows the user to restrict the matching with other types of information not
purely syntactic but present in the DDB.

With regard to the construction of the semantic structure associated to each pattern, we
distinguish three types of treatment:

a) Treatment associated to definitions which follow a classic schema. The links between the
definiendum and the genus are of type subclass and properties described by the differentia are
expressed by means of attributes.

b) Treatment associated to synonymic definitions. In this case, an attribute representing the
synonymic relation is used.

c) Treatment associated to definitions with a specific formula (specific relators). Different kind
of attributes are defined in order to represent the information conveyed by the formula.

Figure 4 gives an example of pattern rule (RN110532) defined in the hierarchy for analysis of
noun entry definitions along with its Semantic Structure Construction Rule (SSCR). It covers noun
entries defined by means of the words "sorte" "de", followed by a noun phrase (GN, groupe
nominal) and an arbitrary sequence of words which match the wildcard M&&.

;;; Pattern RN110532 (noun definitions)
;;; (N "sorte" "de" (GN 1) (M&&))
;;; Corresponding SSCR:

`(RN110532
;;; Units to be created:

((DEFINIENDUM)
(CONF1 CONF T (,(CAN '(GN 1 ((NOM 1))))) (NOMINALES))
(REF1 REF ,(CAN '(GN 1 ((ADJ 1)))) (QUALITES))

;;; Value attachment:
((,DEFINIENDUM DEF-SORTEDE ,CONF1)
 (,CONF1 CARACTERISTIQUE ,REF1))

Fig. 4. Simplified example of pattern and semantic structure construction rule (SSCR).
(English gloss: GN=Noun Phrase,  NOM=Noun,  NOMINALES=Nominals,  QUALITIES=Qualities)

The matching of the definition text of spatule I 1, sorte de cuiller plate  (spatula: a kind of flat
spoon,  see section 2) against the pattern RN110532 will give the following structure to be stored
in the database:

(RN110532   ((GN 1  2  2    ((NOM 1  2  1)  (ADJ  1  3  1)))))

In this list structure the first element represents the identifier of the pattern matched by the
definition. The second element is an expression of the bindings established between the match
items in the pattern and the actual components of the definition text. In this case the only binding
established is that corresponding to the (GN 1) item, matched with the sequence cuiller plate.

The semantic interpretation of each pattern is composed of two different parts: the specification
of the representation units to be created, and the value attachment to the different attributes of
those units. In the example, there are three new units to be created: DEFINIENDUM represents the
concept defined, CONF1 stands for the phrasal concept unit representing the phrasal component
matched with the (GN 1) item in the pattern, and REF1 -plate- represents the concept matched with
the (GN 1 ((ADJ 1))) item. CONF1 is created as a noun phrasal concept unit depending
hierarchically from its nuclear concept -cuiller- represented by (GN 1 ((NOM 1))) (whenever a
phrasal concept is created these hierarchical links are automatically established); REF1 is created
as a quality entity designed by its corresponding canonical form.

The value attachment part, among other things, establishes the specific relation DEF-
SORTEDE between the definiendum and the unit CONF1, and the qualification relation
(CARACTERISTIQUE) between CONF1 and REF1.

In the following the building process of the hierarchies for the parser is described. This process
is of special relevance to obtain the best results from the analysis mechanism, since "intuition"
about the structures to be found in definition sentences doesn't seem to be sufficient to build a well
founded hierarchy of patterns.

3.1 Method for the construction of pattern hierarchies.

The method to construct the pattern hierarchies is based on semantic criteria: the objective is to
find different types of syntactic structures used for the different meaning descriptions which are
semantically significant. The main goal of the analysis is the characterization of the lexicographic
language used in the definition texts in order to: a) specify SSCR's for the most frequent syntactic
structures found in definitions, b) specify SSCR's for definitions containing elements able to work
as specific relators between concepts (Vossen et al., 89), although their absolute frequency is not

very high, and c) extract partial -but correct- information from those definitions not completely
parsable.

Three kinds of statistical measures were calculated in order to check the semantic typology
intuitively established, and search for more concrete words and phrase structures associated to each
type of meaning description in the context of LPPL. They are the following ones:

• Frequency lists of POS sequences in definition sentences.
Taking advantage of the DDB structure it was quite easy to obtain a frequency list of
different sequences of POS's used in sense definitions.

• Frequency lists of sequences of phrasal structures in definition sentences.
A specially designed and implemented bottom-up parser obtains a sequence of phrasal
components for each definition.
Frequency data on POS sequences and phrasal structures conveniently sorted were adequate
starting points to define pattern rules for the most frequent syntactic schemata.

• Finding specific relators.
Frequencies of word occurrences in definitions were calculated for noun, verb, adjective, and
adverb entries. These frequency data and related work (Calzolari 84, Markowitz et al., 86,
Vossen et al., 89) have guided the search for specific meta-linguistic relators in this French
dictionary. The specific relators correspond roughly to the notion of "shunters" and "linkers"
in several known works (Vossen et al., 89).
Particularized research on these elements showed the structure of their syntactic realizations
in the definitions and led to the specification of the SSCR's for them. Unlike the case of
classical definitions, the semantic interpretation for this kind of definitions is built in terms of
these relators. For instance, MEMBRE-DE (member of) for noun entries, FAIRE (factitive)
for verbs, or QUI (who) for adjectives are among these specific relators

There was also another useful disambiguating application for those frequency lists: a new
process of POS tagging in definition words. Figure 5 shows that there were 36 definitions
matching the schema (NOM PREP ART X) where X means "an ambigous POS". The schema
(NOM PREP ART NOM) represented 146 noun definitions and was the only one with 4 words and
starting with  NOM PREP ART. After an analysis of this type of definitions it was realized that all
the X's could be tagged as NOM. Similar disambiguation was done for the most frequent schemata
with X. After several steps of disambiguation/list-building the final result was the complete
tagging of more than 16,000 definitions.

The lexical-semantic relations between different concepts extracted from the analysis of the
source dictionary are grouped into two classes:

Paradigmatic relations: a) Synonymy and Antonymy; b) Taxonomic relations: Hypernymy /
Hyponymy (obtained from definitions of type "genus et differentia"), and Taxonymy expressed by
means of specific relators such as SORTE-DE or ESPECE-DE; c) Meronymy; and d) Others:
Gradation (for adjectives and verbs), Equivalence (adjectives with past participle), Factitive and
Reflexive (for verbs), Lack and Reference (to the previous sense).

Syntagmatic relations (those that relate concepts belonging to different POS's): a) Derivation; b)
Relations between concepts without any morphological relation: case relation, and C) Others:
Attributive (for verbs), Lack and Conformity.

3.2 Evaluation of the analysis: results and problems.

The hierarchies created have already been used for the analysis of all the noun, verb, and
adjective definitions in the DDB. In this section a summary description of the created hierarchies is
given along with some comments on the results of their application to the analysis of definitions.

The hierarchy devoted to analyze noun definitions is formed with 65 patterns, 49 different
patterns have been defined to analyze verb definitions, and 45 for adjectives. Among these, very
general patterns can be found, i.e. noun phrase based patterns for noun definitions, verb phrase

based ones for verbs and so on, along with very specific patterns derived from the empirical studies
described in section 4.

NOM         2223

NOM+PREP.+NOM 786

NOM+QUALIFICATIF 656

NOM+VIRG+NOM 578

NOM+PREP.+VERB/INF 575

NOM+QUAL-PAR 479

QUALIFICATIF+NOM 274

NOM+PREP.+X 273

NOM+ART. CONTR.+NOM 252

NOM+PREP.+ART. INDEF+NOM 237

NOM+PREP.+ART.+NOM 146

NOM+PREP.+NOM+QUAL-PAR 109

NOM+PREP.+PR.DEM.+PR. REL.+VERBE/P13107

NOM+PREP.+NOM+PREP.+NOM 86

PR. REL.+VERBE/P13 77

NOM+QUAL-PAR+PREP.+ART. INDEF+NOM 74

X+X           74

NOM+QUAL-PAR+PREP.+ART.+NOM 72

QUALIFICATIF+NOM+PREP.+NOM 68

NOM+PREP.+NOM+VIRG.+NOM 65

NOM+PREP.+NOM+PREP.+X 64

NOM+PREP.+NOM+X+X 62

NOM+PREP.+NOM+QUALIFICATIF 58

NOM+PREP.+X+PREP.+NOM 49

NOM+PREP.+VERBE/INF.+ART.+NOM 43

NOM+QUALIFICATIF+PREP.+X+NOM 39

NOM+PREP.+X+NOM+VIRG. 38

NOM+NOM 37

QUAL-NOM 37

NOM+PREP.+ART.+X 36

NOM+X+PREP.+NOM 36

QUALIFICATIF+NOM+X 36

NOM+PREP.+ART.+NOM+PREP 34

Fig. 5 . The most frequent syntax schemata found in noun definitions.
(English gloss: ART.=article, ART. CONTR=Contracted article, ART. INDEF=Indefinite art.,

NOM=Noun, PR.DEM.=dem. pronoun, PR. REL=relative pronoun,
QUALIFICATIF=qualifying adj., QUAL-PAR= participle or qualifying adjective,
VERBE/P13=verbal form in 3rd person singular of present tense,
VIRG=Comma, X= ambiguous POS)

To get an idea of the patterns created in the three hierarchies, it can be said that 37 patterns for
nouns, 21 for verbs and 37 among the ones devoted to adjectives are specific patterns. Within these



can be found patterns like ("partie" "de" (GN 1) (M&&)) for noun definitions, ("commencer" "à"
(GV 1)) for verbs or ("sans" (GN 1)) for adjectives. Among these specific patterns also are
considered those patterns defined in order to cope with synonymic definitions, which are of great
importance in a small dictionary like the LPPL.

Together with pattern hierarchies 15 subsidiary patterns —mainly devoted to describe phrasal
component structures— have been defined. These subsidiary patterns have also shown very useful
when grouping under the same label different meta-linguistic structures destined to cope with
specific relations stated in definitions.

Given that definitions in the LPPL are short, the aim has been to get the most from the analysis
process. Therefore, the wildcard of the pattern-matching (meta-character M&&) has been used in a
very limited way placing it only in the last position of patterns. The correctness of partial analyses
has not yet been evaluated exhaustively but it has been observed that the indiscriminate use of
"everything matching items" in patterns, especially after facultative items, can lead to incorrect
parses and hence, incorrect semantic structure assignments.

Although it is a partial parsing procedure, 57.76% of noun definitions, 79.8% of verbs and
69.04% of those corresponding to adjectives have been totally analyzed in this application (no use
of M&&). The meta-character M&& matching zero or more words in a definition text has been
used more often in patterns devoted to noun definitions.

In figure 6 the results of the analysis are presented, grouping the definitions according to the
type of pattern they match.

With this technique of partial parsing, the parse is considered successful when an initial phrase
structure is recognized, which in general contains the genus or superordinate of the defined sense.
This is not so for the case of specific meta-language constructions, whose corresponding semantic
structure is built in a specific way and which deserve specific patterns in the hierarchies.

As is seen, the failure rate is quite low, especially for verb definitions. This fact indicates, in the
opinion of the authors, that the set of syntactic structures used by the lexicographer to write verb
definitions is more reduced than those of other parts of speech definitions. The low failure rate also
seems due to the fact that verb definition sentences are shorter in average than those of nouns.

NOUN DEFS. VERB DEFS. ADJ. DEFS.

% % %

Failure 1086 7.9 105 2.00 527 16.35

Group 1 4657 33.88 2625 50.02 2370 73.51

Group 2 8001 58.22 2517 47.97 327 10.14

Totals 13744 5247 3224

Fig. 6. Results of the analysis.

Number of
patterns

NOUN DEFS. VERB DEFS. ADJ. DEFS.

% % %

1 8033 58.45 4322 82.37 2596 80.52

2 4183 88.88 810 97.81 579 98.48

3 1003 96.18 32 98.42 29 99.40

4 464 99.56 75 99.85 20 100.00

Fig. 7. Analysis ambiguity level.

Group 1 includes definition sentences that have been recognized by patterns based on certain
meta-language level structures. Synonymic definitions are also considered to be in this level. In
fact, these definitions are built using some meta-linguistic ways of expression, such as definitions
containing a single word, or commas used as boundaries between words belonging to the same part
of speech of the definiendum. This group is particularly relevant given that these meta-linguistic
features offer a straightforward way to attach to them a suitable semantic interpretation expressed
in terms of themselves. In this context, one should note the high percentage of adjective definitions
in Group 1. This reveals that the use of synonymic definitions is very frequent in the case of
adjectives (33.81%) and also that the utilization of certain fixed definition structures is higher here
than for the other parts of speech: 39.7% of adjective definitions have been matched with only 27
patterns of this kind.

Group 2 concerns definitions expressed in the Aristotelian way of genus et differentia specifica.
The possibility of partial parsing, where some differential aspects of the definition are eventually
lost, is highly exploited in this case. The semantic interpretation given to all definitions included in

this group takes the head of the first phrase structure (noun, verb or adjective phrase) as the genus
of the defined word.

Figure 7 presents the level of ambiguity of the results obtained for the analysis of nouns, verbs
and adjectives. The figures indicate the number of definitions matched with, at most, four different
patterns along with the accumulative percentage on the right. This multiplicity of analyses is due
either to the possibility that complex categories have different parses at the same pattern or to the
fact that patterns placed on different branches of the hierarchy may be matched with the same
definition. Obviously, there is no ambiguity with different patterns matched on the same branch. In
this case, the parser chooses only the more specific one rejecting all the rest. Although all the
syntactically correct analyses are recorded in the database, to construct the DKB only the first one
is chosen as the right interpretation. This means that it is essential to arrange the different analyses
so that the semantically correct one be on top. This can be done by arranging carefully the patterns
on the same hierarchy level, given that results are ordered by the parser according to the hierarchy.
Anyway, results are revised manually before DKB construction, in order to solve remaining
incorrect assignments of the semantic interpretation.

4 REPRESENTATION OF THE DICTIONARY KNOWLEDGE: THE DKB.

The knowledge representation schema chosen for the DKB of IDHS is composed of three
elements, each of them structured as a different knowledge base:

• KB-THESAURUS is the representation of the dictionary as a semantic network of frames,
where each frame represents a one-word concept (word sense) or a phrasal concept. Phrasal
concepts represent phrase structures associated to the occurrence of concepts in meaning
definitions. Frames —or units— are interrelated by slots representing lexical-semantic
relations such as synonymy, taxonomic relations (hypernymy, hyponymy, and taxonymy
itself), meronymic relations (part-of, element-of, set-of, member-of), specific relations
realised by means of meta-linguistic relators, casuals, etc. Other slots contain phrasal, meta-
linguistic, and general information.

• KB-DICTIONARY allows access from the dictionary word level to the corresponding
concept level in the DKB. Units in this knowledge base represent the entries (words) of the
dictionary and are directly linked to their corresponding senses in KB-THESAURUS.

• KB-STRUCTURES contains meta-knowledge about concepts and relations in KB-
DICTIONARY and KB-THESAURUS: all the different structures in the DKB are defined
here specifying the corresponding slots and describing the slots by means of facets that
specify their value ranges, inheritance modes, etc. Units in KB-THESAURUS and KB-
DICTIONARY are subclasses or instances of classes defined in KB-STRUCTURES.

Figure 8 gives a partial view of the three knowledge bases which form the DKB with their
correspondent units and their inter/intra relationships.

In the KB-THESAURUS, some of the links representing lexical-semantic relations are created
when building the initial version of the knowledge base, while others are deduced later by means
of specially conceived deduction mechanisms.
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Fig. 8.- The Dictionary Knowledge Base.

      SUBCLASS link
- - - MEMBER-OF link (instance)
(1) Taxonomic Relation: HYPERNYM/HYPONYM
(2) Specific (meta-linguistic) relation: SORTE-DE /SORTE-DE+INV (KIND -OF/KIND -OF+INV )
(3) CARACTERISTIQUE /CARACTERISTIQUE+INV (PROPERTY/PROPERTY+INV ) relation
(4) MOTS-ENTREE /SENS (ENTRY-WORD / WORD-SENSE) relation
(English gloss: cuiller=spoon, cuiller plate=flat spoon,  plat=flat, spatule=spatula, ustensile=instrument)

When a dictionary entry like spatule I 1: sorte de cuiller plate  (spatula: a kind of flat spoon) is
treated, new concept units are created in KB-THESAURUS (and subsidiarily in KB-
DICTIONARY) and linked to others previously included in it. Due to the effect of these links new
values for some properties are propagated through the resulting taxonomy.

In the example, although it is not explicit in the definition, spatule is "a kind of" ustensile and
so it will inherit some of its characteristics (depending upon the inheritance role of each attribute).
Fig. 8 also shows the types of concepts used: spatule I 1 and cuiller I 1 are noun definitions and
considered subclasses of ENTITIES while plat I 1 (an adjective) is a subclass of QUALITIES. The
phrasal concept unit representing the noun phrase cuiller plate is treated as a hyponym of its
nuclear concept (cuiller I 1).

4.1 KB-STRUCTURES: the meta-knowledge.

This knowledge base reflects the hierarchical organisation of the knowledge included in the DKB.
We will focus on the LKB-STRUCTURES class which defines the data types used in KB-

DICTIONARY and KB-THESAURUS, and that organises the units belonging to these knowledge
bases into a taxonomy.

Slots defined in KB-STRUCTURES have associated aspects such as the value class, the
inheritance role determining how values in children's slots are calculated, and so on. Each lexical-
semantic relation —represented by an attribute or slot— has its own inheritance role. For instance,
the inheritance role of the CARACTERISTIQUE relation states that every concept inherits the union
of the values of the hypernyms for that relation, while the role defined for the SYNONYMES relation
inhibits value inheritance from a concept to its hyponyms.

The subclasses defined under LKB-STRUCTURES are the following:
• ENTRIES, that groups dictionary entries belonging to KB-DICTIONARY;
• DEFINITIONS, that groups word senses classified according to their POS;
• REFERENCES, concepts created in KB-THESAURUS due to their occurrence in definitions

of other concepts ("definitionless");
• CONCEPTS, that groups, under a conceptual point of view, word senses and other

conceptual units of KB-THESAURUS.
The classification of conceptual units under this last class is as follows:
• TYPE-CONCEPTS correspond to Quillian's (1968) "type nodes"; this class is, in fact, like a

superclass under which every concept of KB-THESAURUS is placed. It is further subdivided
in the classes ENTITIES, ACTIONS/EVENTS, QUALITIES and STATES, that classify
different types of concepts.

• PHRASAL-CONCEPTS is a class that includes concepts similar to Quillian's "tokens"
—occurrences of type concepts in the definition sentences—. Phrasal concepts are the
representation of phrase structures which are composed by several concepts with semantic
content. A phrasal concept is always built as a subclass of the class which represents its head
(the noun of a noun phrase, the verb of a verb phrase, and so on), and integrated in the
conceptual taxonomy. Phrasal concepts are classified into NOMINALS, VERBALS,
ADJECTIVALS, and ADVERBIALS.
For instance, |plante I 1#3| is a phrasal concept (see fig. 9), subclass of the type concept
|plante I 1|, and represents the noun phrase "une plante d'ornement" ( an ornament al plant.)

• Finally, the concepts that, after the analysis phase, are not yet completely disambiguated
(lexical ambiguity), are placed under the class AMBIGUOUS-CONCEPTS, which is
further subdivided into the subclasses HOMOGRAPHE (e.g. |faculté ? ?|), SENSE
(|panser I ?|), and COMPLEX (|donner I 5/6|), in order to distinguish them according to the
level of ambiguity they present.

The links between units in KB-THESAURUS and KB-DICTIONARY are implemented by
means of slots tagged with the name of the link they represent. These slots are defined in the
different classes of KB-STRUCTURES.

The representation model used in the system is made up of two levels:
• Definitory level, where the surface representation of the definition of each sense is made.

Morphosyntactic features like verb mode, time, determination, etc. are represented by means
of facets attached to the attributes. The definitory level is implemented using
representational attributes. Examples of this kind of attributes are: DEF-SORTED, DEF-QUI,
CARACTERISTIQUE and AVEC.

• Relational level, that reflects the relational view of the lexicon. It supports the deductive
behaviour of the system and is made up by means of relational attributes, that may
eventually contain deduced knowledge. These attributes, defined in the class TYPE-
CONCEPTS, are the implementation of the interconceptual relations: ANTONYMES, AGENT,
CARACTERISTIQUE, SORTE-DE, CE-QUI, etc.

4.2 KB-DICTIONARY: from words to concepts.

This knowledge base contains the links between each dictionary entry and its senses (see link 4 in
fig. 8).



4.3 KB-THESAURUS: the concept network.

KB-THESAURUS stores the concept network that is implemented as a network of frames. Each
node in the net is a frame that represents a conceptual unit: one-word concepts and phrasal
concepts.

The arcs interconnect the concepts and represent lexical-semantic relations; they are
implemented by means of frame slots containing pointers to other concepts. Hypernym and
hyponym relations have been made explicit, making up a concept taxonomy. These taxonomic
relations have been implemented using the environment hierarchical relationship, in order to get
inheritance automatically.

Let us show an example. The representation of the following definition

géranium I 1: une plante d'ornement

requires the creation of two new conceptual units in THESAURUS: the one which corresponds to
the definiendum and the phrasal concept which represents the noun phrase of the definition.
Moreover, the units which represent plante and ornement are to be created also (if they have not
been previously created because their occurrence in another definition).

Let us suppose that three new units are created: |géranium I 1|, |plante I 1#3| and |ornement I 1|.
Attributes in the units may contain facets (attributes for the attributes) used in the definitory

level to record aspects like determination, genre and so on, but also to establish the relations
between definitory attributes with their corresponding relational, or to specify the certainty that the
value in a representational attribute has to be "promoted" to a corresponding relational (see below
the case of the slot DE in |plante I 1#3|).

Following is given the composition of the frames of these three units at the definitory level of
representation (slots are in small capitals whereas facet identifiers are in italics):

|géranium I 1|
MEMBER.OF: NOMS
GROUPE-CATEGORIEL: NOM

CLASSE-ATTRIBUT: INFO-GENERALE

TEXTE-DEFINITION : "une plante d'ornement"
CLASSE-ATTRIBUT: INFO-GENERALE

DEF-CLASSIQUE: |plante I 1#3|
CLASSE-ATTRIBUT: DEFINITOIRES
DETERMINATION: UN
GENRE: F
RELATIONNELS-CORRESPONDANTS: DEFINI-PAR

|plante I 1#3|
SUBCLASS.OF: |plante I 1|
MEMBER.OF: NOMINALES
TEXTE: "plante d'ornement"

CLASSE-ATTRIBUT: INFO-GENERALE

DE: |ornement I 1|
CLASSE-ATTRIBUT: SYNTAGMATIQUES
RELATIONNELS-CORRESPONDANTS: ORIGINE, POSSESSEUR, MATIERE, OBJECTIF
OBJECTIF: 0.9

|ornement I 1|
MEMBER.OF: REFERENCES

Before showing the representation of these units at the relational level, it has to be said that after
the initial DKB has been built some deductive procedures have been executed: e.g. deduction of
inverse relationships, taxonomy formation, etc. It is to say that in fig. 9, where the relational view
is presented, the relations deduced by these procedures are also represented.

The conceptual units in THESAURUS are placed in two layers (see Fig. 9), recalling the two
planes of Quillian. The upper layer corresponds to type concepts, whereas in the lower, phrasal
concepts are placed. Every phrasal concept is placed in the taxonomy directly depending from its
nuclear concept, as a hyponym of it.

It is interesting to notice in the figure the relation of conceptual equivalence established
between |géranium I 1| and |plante I 1#3| (link labelled (3)). These units represent, in fact, the same
concept because |plante I 1#3|, standing for "une plante d'ornement", is the definition of
|géranium I 1|.

|plante I 1|

|géranium I 1|

|plante I 1#3|

|ornement I 1|(1') (1)

(2')

(2)(3)

(1) Taxonomic relation: 
			       HYPERONYME/HYPONYME

(2) OBJECTIF/OBJECTIF+INV
(3) DEFINI-PAR/DEFINITION-DE

|végetal I 2|

(1')

Fig. 9. Relational view of the concept |géranium I 1| (in the THESAURUS net).
(English gloss:DEFINI-PAR=defined by, DEFINITION-DE=definiton of, géranium=geranium,

ornement=ornament, plante=plant, végetal=vegetable)

The frame of |géranium I 1| at the relational level of representation takes the following aspect,
once the relational attributes have been (partially) completed:

|géranium I 1|
SUBCLASS.OF: ENTITES, |plante I 1|
MEMBER.OF: NOMS
GROUPE-CATEGORIEL: NOM

CLASSE-ATTRIBUT: INFO-GENERALE

TEXTE-DEFINITION : "une plante d'ornement"
CLASSE-ATTRIBUT: INFO-GENERALE

DEF-CLASSIQUE: |plante I 1#3|
CLASSE-ATTRIBUT: DEFINITOIRES
DETERMINATION: UN
GENRE: F
RELATIONNELS-CORRESPONDANTS: DEFINI-PAR

DEFINI -PAR: |plante I 1#3|
CLASSE-ATTRIBUT: RELATIONNELS
INVERSES-CORRESPONDANTS: DEFINITION-DE

OBJECTIF: |ornement I 1|
CLASSE-ATTRIBUT: RELATIONNELS
INVERSES-CORRESPONDANTS: OBJECTIF+INV

Let us show now another example. It is the case of two definitions stated by means of two
different stereotyped formulae belonging to the lexicographic meta-language. Many verbs in the
LPPL are defined by means of a formula beginning with "rendre" and many nouns with one
beginning with "qui" . The definitions selected for this example correspond to the entries
publier I 1 and ajusteur I 1, which are represented at the definitory level using the meta-languge
attributes DEF-RENDRE and DEF-QUI respectively:

publier I 1: rendre public  ( publish: to make public)
ajusteur I 1: qui ajuste des pièces de métal  ( metalworker:who adjusts pieces of metal)

The frame corresponding to |publier I 1| is the following:
|publier I 1|

MEMBER.OF: VERBES
GROUPE-CATEGORIEL: VERBE

CLASSE-ATTRIBUT: INFO-GENERALE

TEXTE-DEFINITION : "rendre public"
CLASSE-ATTRIBUT: INFO-GENERALE

DEF-RENDRE: |public I 1|
CLASSE-ATTRIBUT: DEFINITOIRES
RELATIONNELS-CORRESPONDANTS: RENDRE

where it can be seen that no phrasal concept is involved because the link (DEF-RENDRE) is
established directly between |publier I 1| and |public I 1|. However, in the case of the definition of
ajusteur I 1, two phrasal concepts are created: the attribute DEF-QUI points to the phrasal concept
|ajuster I 1#1|, representing "ajuster des pièces de métal", and this phrasal concept, in turn, has a
syntagmatic attribute (OBJET) pointing to a nominal that represents "pièce de métal". Let us show
the frames involved in this last case:

|ajusteur I 1|
MEMBER.OF: NOMS
GROUPE-CATEGORIEL: NOM

CLASSE-ATTRIBUT: INFO-GENERALE

TEXTE-DEFINITION : "qui ajuste des pièces de métal"
CLASSE-ATTRIBUT: INFO-GENERALE

DEF-QUI : |ajuster I 1#1|
CLASSE-ATTRIBUT: DEFINITOIRES
MODE: IND
ASPECT: NT
TEMPS: PRES
PERSONNE: 3
RELATIONNELS-CORRESPONDANTS: QUI

|ajuster I 1#1|
SUBCLASS.OF: |ajuster I 1|
MEMBER.OF: VERBALES
TEXTE: "ajuster des pièces de métal"

CLASSE-ATTRIBUT: INFO-GENERALE

OBJET: |pièce I 1#2|
CLASSE-ATTRIBUT: SYNTAGMATIQUES
DETERMINATION: UN
NOMBRE: PL
RELATIONNELS-CORRESPONDANTS: THEME

|pièce I 1#2|
SUBCLASS.OF: |pièce I 1|
MEMBER.OF: NOMINALES
TEXTE: "pièce de métal"

CLASSE-ATTRIBUT: INFO-GENERALE

DE: |métal I 1|
CLASSE-ATTRIBUT: SYNTAGMATIQUES
RELATIONNELS-CORRESPONDANTS: ORIGINE, POSSESSEUR, MATIERE, OBJECTIF
MATIERE: 0.9

Frequently, phrasal concepts represent "unlabelled" concepts, i.e., they indeed represent
concepts that do not have a significant in the language. For instance, there is not, at least in French,
a verbal concept meaning 'ajuster des pièces de métal' nor a noun meaning 'pièce de métal'.
However, this is not the case of the phrasal concepts that are linked to type concepts by means of
the relation DEFINI-PAR/DEFINITION-DE, because there, the phrasal concept is, in fact, another
representation of the concept being defined (see above the example of the definition of géranium I
1). In the representation model proposed in this work, phrasal concepts denote concepts that are
typically expressed in a periphrastic way and that do not have necessarily any corresponding entry
in the dictionary1.

Another interesting point related to the creation of these phrasal concepts is the maintenance of
direct links between a concept and all the occurrences of this concept in the definition sentences of
other concepts. It gives, in fact, a virtual set of usage examples that may be useful for different
functions of the final system.

1 This could be very interesting also, in the opinion of the authors, in a multilingual environment: it is possible that, in another
language, the concept equivalent to that which has been represented by the phrasal concept |pièce I 1#2| has its own significant, a
word that denotes it. In this case, the phrasal concept based representation may be useful to represent the equivalence between both
concepts.

5 ENRICHMENT PROCESSES PERFORMED ON THE DKB.

In this section the enrichment processes accomplished on the DKB are explained. Two phases are
distinguished: (a) the enrichment obtained during the construction of the initial DKB, and (b),
where different tasks concerning mainly the exploitation of the properties of synonymy and
taxonymy have been performed.

5.1 Enrichment obtained during the construction of the initial DKB.

KB-THESAURUS itself, represented —as a network— at the relational level, can be considered an
enrichment of the definitory level because, while the DKB was built, the following processes have
been performed:

• Values coming from the definitory level have been promoted to the relational level.
• Values coming from the unit representing the definiens have been transferred to the

corresponding definiendum unit.
• The maintenance of the relations in both directions has been automatically guaranteed.
• The concepts included in REFERENCES have been directly related to other concepts.
• The taxonomy of concepts has been made explicit, thus obtaining value inheritance.

5.2 Second phase in the enrichment of the DKB.

Several processes have been carried out in order to infer new facts to be asserted in the DKB2. The
enrichment obtained in this phase concerns the two following aspects:

• Exploitation of the properties of the synonymy (symmetric and transitive).
• Enlargement of the concept taxonomy based on synonymy.
Another aspect that has been considered to be exploited in this phase is that of disambiguation.

The use of the lexical-semantic knowledge about hierarchical relations contained in the DKB can
be determinant in order to reduce the level of lexical and syntactical ambiguity3. Heuristics based
on the taxonomic and synonymic knowledge obtained previously have been considered in this
phase. Some of them have been designed, implemented and evaluated in a sample of the DKB.

6 INFERENTIAL ASPECTS: DYNAMIC DEDUCTION OF KNOWLEDGE.

Dynamic acquisition of knowledge deals with the knowledge not explicitly represented in the DKB
and captured by means of especially conceived mechanisms which are activated when the system
is to answer a question posed by the user (Arregi et al., 91). The following aspects are considered:

• Inheritance (concept taxonomy).
• Composition of lexical relations.
• Links between concepts and relations: users are allowed to use actual concepts to denote

relationships (and not only primitive relations).
• Ambiguity in the DKB: treatment of remaining uncertainty.
In the following, some aspects concerning to the second point will be discussed.
In IDHS, the relationships among the different lexical-semantic relations can be easily

expressed in a declarative way. It is the way of expressing these relationships that is called the
composition of lexical relations. From an operative point of view, this mechanism permits the
dynamic exploitation —under the user's requests— of the properties of the lexical relations in a
direct manner. It is, in fact, a way of acquiring implicit knowledge from the DKB.

The declarative aspect of the mechanism is based on the definition of triples: each triple
expresses a relationship among different lexical-semantic relations. These triples have the form (R1

2 By means of rules fired following a forward chaining strategy.
3 Lexical ambiguity comes from the definitions themselves; syntactical ambiguity is due mainly to the analysis process.



R2 R3), where Ri  represents a lexical relation4. The operative effect of these declarations is the
dynamic creation of transitivity rules based on the triples stated. The general form of these rules is
the following:

if  X R1 Y and Y R2 Z then X R3 Z

When the value(s) of the attribute R3 are asked, a reading demon (attached to the attribute)
creates the rule and fires the reasoning process with a backward-chaining strategy. The deduced
facts, if any, will not be asserted in the background of the DKB, but in a temporary context.

For instance, the problem of transitivity in meronymic relations (Cruse, 86; Winston et al., 87)
can be easily expressed by stating the triple (PARTIE-DE PARTIE-DE PARTIE-DE) but not stating, for
instance, (PARTIE-DE MEMBRE-DE PARTIE-DE), thus expressing that the transitivity in the second
case is not true. Examples of other triples that have been stated in the system are:

• Combination of meronymic and non-meronymic relations:
(PARTIE-DE LOCATIF LOCATIF)
(LOCATIF HYPERONYME LOCATIF)
(MEMBRE-DE HYPERONYME MEMBRE-DE)

• Combination of relations derived from the definition meta-language:
(CARACTERISTIQUE QUI-A POSSESSION)
(OBJECTIF CE-QUI OBJECTIF)

Explicit rules of lexical composition can be used when the general form of the triples is not
valid. These rules are used following the same reasoning strategy.

Following is given the rule derived from the last triple and one instance of it. By means of this
rule instance, the fact that the purpose of a géranium is the action of orner is deduced from the
definitions of géranium and ornement:

if X OBJECTIF Y and ;;;   the objective of X is Y (entity)
Y CE-QUI Z ;;;   Y "est ce qui" Z (action)

then X OBJECTIF Z ;;;   the objective of X is Z (action)

if |géranium I 1| OBJECTIF |ornement I 1| and
|ornement I 1| CE-QUI |orner I 1|

then |géranium I 1| OBJECTIF |orner I 1|

7 THE PROTOTYPE OF IDHS: SIZE AND CONTENTS OF THE DKB.

The prototype obtained after the construction of the DKB contains an important subset of the
source dictionary. The quality of the semantic knowledge extracted from the DDB is conditioned
by the size of definitions in the dictionary. In our case definitions are short and many of them use
no more than one, two or three synonyms.

KB-DICTIONNAIRE contains 2400 entries, each one representing one word. KB-
THESAURUS contains 6130 conceptual units; 1738 units of these are phrasal concepts. In this KB
there are 1255 ambiguous concepts. Once the initial construction phase was finished, 19691
relational arcs —interconceptual relationships— had been established. After the enrichment
processes, the number of relational links have been incremented up to 21800 (10.7% more). It has
been estimated that, using the mechanism of lexical composition, the number of interconceptual
relations could reach an increment of between 5 and 10%5.

Manual evaluation of a meaningful sample of 100 concept-relation-concept triples from the
enriched KB-THESAURUS gave us a correctness rate of 90% (under a 95% confidence given by
the size of the sample).

Concerning the deduction of semantic knowledge two considerations arise. Firstly, the use of
dubious lexical rules, such as the transitivity of synonymy, has led to some errors in the prototype.
Secondly, lexical ambiguity restricts deduction, because we make ambiguous concepts stop
deduction both in the enrichment process and in lexical composition. Lexical disambiguation is not

4 The result of the transitivity rule that will be created will be the deduction of values for the R3 attribute. The triples are stored in a
facet of R3.
5 Considering only the set of triples declared until now.

a trivial issue, and is receiving much attention in recent research. Our group has developed a
knowledge-based technique for lexical disambiguation of free-running text (Agirre & Rigau, 96),
which is now being applied to dictionary definitions.

8 CONCLUSIONS.

A methodology for the extraction of semantic knowledge from a conventional dictionary has been
described. This extraction has been founded on a systematic study of dictionary definitions. A
parser based on phrasal pattern hierarchies has been implemented and used in that study.

The method followed in the construction of the hierarchies needed by the parser is based on an
empirical study on the structure of definition sentences. The results of its application to a real
dictionary has shown that the parsing method is particularly suited to the analysis of short
definition sentences, as it was the case of the source dictionary.

As a result of this process, the characterization of the different lexical-semantic relations
between senses —which is the basis for the proposed DKB representation schema— has been
established.

A frame-based knowledge representation model has been described. This model has been used
in an Intelligent Dictionary Help System to represent the lexical knowledge acquired automatically
from a conventional dictionary.

The characterisation of the different interconceptual lexical-semantic relations  is the basis for
the proposed model and it has been established as a result of the analysis process carried out on
dictionary definitions.

Several enrichment processes have been performed on the DKB —after the initial
construction— in order to add new facts to it; these processes are based on the exploitation of the
properties of lexical-semantic relations. Moreover, a mechanism for acquiring —in a dynamic
way— knowledge not explicitly represented in the DKB is proposed. This mechanism is based on
the composition of lexical relations.

The general objective of IDHS is to assist a human user in language comprehension or
production tasks. As a particular application, IDHS has been used in the design and
implementation of a computerised translation-oriented dictionary that helps human translators
choosing suitable target lexical units that correspond with those that are in the source text (Agirre
et al., 96). A new lexical knowledge base was constructed for Basque following the same
architecture, and the IDHS functionality was enriched with the treatment of knowledge about the
process of lexical translation.
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