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Improving a Robust Morphological Analyser
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Abstract

This paper describes the components of a robust and wide-coverage
morphological analyser for Basque and their transformation into lex-
ical transducers. The analyser is based on the two-level formalism
and has been designed in an incremental way with three main mod-
ules: the standard analyser, the analyser of linguistic variants, and
the analyser without lexicon which can recognise word-forms without
having their lemmas in the lexicon. This analyser is a basic tool for
current and future work on automatic processing of Basque and its
first three applications are a commercial spelling corrector and a
general purpose lemmatiser/tagger. The lexical transducers are gen-
erated as a result of compiling the lexicon and a cascade of two-level
rules (Karttunen et al. 1994). Their main advantages are speed and
expressive power. Using lexical transducers for our analyser we have
improved both the speed and the description of the different com-
ponents of the morphological system. Some slight limitations have
been found too.

1 Introduction

The two-level model of morphology (Koskenniemi 1983) has become the
most popular formalism for highly inflected and agglutinative languages.
The two-level system is based on two main components: (i) a lexicon where
the morphemes (lemmas and affixes) and the possible links among them
(morphotactics) are defined; (ii) a set of rules which controls the mapping
between the lexical level and the surface level due to the morphophonological
transformations. -

The rules are compiled into transducers, so it is possible to apply the
system for both analysis and generation. There is a free available software,
PC-Kimmo (Antworth 1990) which is a useful tool to experiment with this
formalism. . '

Different flavours of two-level morphology have been developed, most
of them changing the continuation-class based morphotactics by unification
based mechanisms (Ritchie et al. 1992; Sproat 1992).
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We did our own implementation of the two-level model with slights vari-
ations, and applied it to Basque (Agirre et al. 1992), a highly inflected and
agglutinative language.

In order to deal with a wide variety of linguistic data we built a Lexical
Database (LDBB). This database is both source and support for the lexicons

needed in several applications, and was designed with the objectives of being -

neutral in relation to linguistic formalisms, flexible, open and easy to use

(Agirre et al. 1995). At present it contains over 60,000 entries, each with its

associated linguistic features (category, sub-category, case, number, etc.).
In order to increase the coverage and the robustness, the analyser has

been designed in a incremental way. It is composed of three main modules -

(see Figure 1): the standard analyser, the analyser of linguistic variants pro-
duced due to dialectal uses and competence errors, and the analyser without
lexicon which can recognise word-forms without having their lemmas in the
lexicon. An important feature of the analyser is its homogeneity as the three
~ different steps are based on two-level morphology, far from ad-hoc solutions.

word-form
Y Y ¥
STANDARD ANALYSIS OF ANALYSIS
— > = WITHOUT
ANALYSIS LINGUISTIC VN
L] % y
analysis

Fig. 1: Modules of the analyser

This analyser is a basic tool for current and future.-work on_automatic pro-
cessing of Basque and its first two applications are a commercial spelling cor-
rector (Aduriz et al. 1994) and a general purpose lemmatiser/tagger (Aduriz
et al. 1995).

Following an overview of the lexical transducers and the description of
the application of the two-level model and lexical transducers to the different
steps of morphological analysis of Basque are given.
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2 Lexical transducers

A lexical transducer (Karttunen et al. 1992; Karttunen 1994) is a finite-
state automaton that maps inflected surface forms into lexical forms, and
can be seen as an evolution of two-level morphology where:

e Morphological categories are represented as part of the lexical form.
Thus it is possible to avoid the use of diacritics.

e Inflected forms of the same word are mapped to the same canonical
dictionary form. This increases the distance between the lexical and
surface forms. For instance betler is expressed through its canonical
form good (good+COMP:better). _

o Intersection and composition of transducers is possible (see Kaplan
& Kay 1994). In this way the integration of the lexicon (the lexicon
will be another transducer) in the automaton can be resolved and
the changes between lexical and surface level can be expressed as a
cascade of two-level rule systems (Figure 2).

lexical string
LEXICON LEXICON *

T

fstl oo fstn FSTI

l I (intersection) LEXICON

composition

+ FST1

4 composition

I I FST2
FST2

fstl | eee |fstm (intersection)

N T B

surface string surface string surface string

Fig. 2: Lezical transducers (from Karttunen et al. 1992)

In addition, the morphological process using lexical transducers is very fast
(thousands of words per second) and the transducer for a whole morpholo- -
gical description can be compacted in less than 1 MB.
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Different tools to build lexical transducers (Karttunen & Beesley 1992;
Karttunen 1993) have been developed in Xerox and we are using them.
Uses of lexical transducers are documented by Chanod (1994) and Kwon &
Karttunen (1994).

3 The standard analyser

Basque is an agglutinative language; that is, for the formation of words the
dictionary entry independently takes each of the elements necessary for the
different functions (syntactic case included). More specifically, the affixes

corresponding to the determinant, number and declension case are taken in

this order and independently of each other (deep morphological structure).
One of the principal characteristics of Basque is its declension system with
numerous cases, which differentiates it from the languages spoken in the
surrounding countries.

We have applied the two-level model defining the following elements
(Agirre et al. 1992; Alegria 1995):

e Lexicon: over 60,000 entries have been defined corresponding to lem-
mas and affixes, grouped into 154 sublexicons. The representation of
the entries is not canonical because 18 diacritics are used to control
the application of morphophonological rules.

e Continuation classes: they are groups of sublexicons to control the
morphotactics. Each entry of the lexicon has its continuation class
and all together define the morphotactics graph. The long distance de-
pendencies among morphemes can not be properly expressed by con-
tinuation classes, therefore in our implementation we extended their
semantics defining the so-called extended continuation classes.

e Morphophonological rules: 24 two-level rules have been defined to
express the morphological, phonological and orthographic changes
between the lexical and the surface levels that appear when the morph-

. emes are combined.

The morphological analyser attaches to each input word-form all possible in-
terpretations and its associated information that is given in pairs of morpho-
syntactic features. : ‘

The conversion of our description to a lexical transducer was done in the
following steps: '

1. Canonical forms and morphological categories were integrated in the
lexicon from the lexical data-base.
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2. Due to long distance dependencies among morphemes, which could
not be resolved in the lexicon, two additional rules were written to
ban some combinations of morphemes. These rules can be put in a
different rule system near to the lexicon without mixing morphotactics
and morphophonology (see Figure 3).

3. The standard rules could be left without changes (mapping in the
lexicon canonical forms and arbitrary forms) but were changed in or-
der to change diacritics by morphological features, doing a clearer
description of the morphology of the language.

lexical string lexical string

FST1
(lexicon)

lexical level

FST2 LEXICAL
(morfotactics) TRANSDUCER
: > FOR
: STANDARD
lexical level BASQUE

(long-distance depen-
dencies constrained)

FST3
I (standard)

surface string surface string

Fig.3: Lezical transducer for the standard analysis of Basque

‘The resultant lexical transducer is about 500 times faster than the original
system.
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4 The analysis and correction of linguisti¢ variants

Because of the recent standardisation and the widespread dialectal use of
Basque, the standard morphology is not enough to offer good results when
analysing corpora. To increase the coverage of the morphological processor
an additional two-level subsystem was added (Aduriz et al. 1993). This
subsystem is also used in the spelling corrector to manage competence errors
and has two main components:

1. New morphemes linked to the corresponding correct ones. They are
added to the lexical system and they describe particular variations,
mainly dialectal forms. Thus, the new entry tikan, dialectal form of
the ablative singular morpheme, linked to its corresponding right entry
tik will be able to analyse and correct word-forms such etxetikan,
kaletikan, ... (variants of etxetik from the house, kaletik from the
street, ...). Changing the continuation class of morphemes morphotactis
errors can be analysed.

2. New two-level rules describing the most likely regular changes that
are produced in the variants. These rules have the same structure and
management than the standard ones. Twenty five new rules have been
defined to cover the most common competence errors. For instance,
the rule h:0 => V:V_V:V describes that between vowels the h of the
lexical level may disappear in the surface level. In this way the word-
form bear, misspelling of behar, to need, can be analysed. All these
rules are optional and have to be compiled with the standard rules
but some inconsistencies have to be solved because some new changes
were forbidden in the original rules.

To correct the word-form the result of the analysis has to be entered into
the morphological generation using correct morphemes linked to variants
and original rules. To correct beartzetikan, variant of behartzetik, two
steps, analysis and generation, are followed as it is shown in Figure 4.
When we decided to use lexical transducers for the treatment of linguistic
variants, the following procedure was applied: '

1. The additional morphemes linked to the standard ones are solved
using the possibility of expressing two levels in the lexicon. In one level
the non-standard morpheme will be specified and in the other (the
correspondent to the result of the analysis) the standard morpheme.

2. The additional rules do not need to be integrated with the standard
ones (Figure 5), and so, it is not necessary to solve the inconsistencies.
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beartzetikan

ANALYSIS
OF
VARIANTS

behar + tze + Etikan

LEXICAL
LINK

behar+ize+Etik

STANDARD
GENERATION

behartzetik

Fig. 4: Steps for correction

As Figure 5 (B) shows, it is possible and clearer to put these rules
in other plane near to the surface, because most of the additional
rules are due to phonetic changes and do not require morphological
information. Only the surface characters, the morpheme boundary
and additional information about one change (the final a of lemmas)
complete the intermediate level between the two rule systems.

3. In our original implementation it was possible to distinguish between
standard and non-standard analysis (the additional rules are marked
and this information can be obtained as result of the analysis), and
so the non- standard information can be additional; but with lexical
transducers, it is necessary to store two transducers one for standard
analysis and other for standard and non-standard analysis.

Although in the original system the speed of analysis using additional in-
formation was two or three times slower than the standard analysis, using
lexical transducers the difference between both analysis is very slight.

5 The analysis of unknown words

Based on the idea used in speech synthesis (Black et al. 1991), a two-level
mechanism for analysis without lexicon was added to increase the robustness
of the analyser.
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lexical string

lexicon
. . (2 level)
lex1caistrmg
f lexical level
lexicon (with ling.variants)
- (2level) A
X FST1
lexical level : (standard)
(with Iinivariants)
special surface level
EST + linguistic variants
(mixed) A
FST2
surface string (non-standard)

surface string
(A) (B)

Fig. 5: Lexical transducer for the analysis of linguistic variants

This mechanism has the following two main components in order to be
capable of treating unknown words:

1. generic lemmas represented by “??” (one for each possible open cat-
egory or subcategory) which are organised with the affixes in a small
two-level lexicon

2. two additional rules in order to express the relationship between the
generic lemmas at lexical level and any acceptable lemma of Basque,
which are combined with the standard ones

Some standard rules have to be modified because surface and lexical level are
specified, and in this kind of analysis the lexical level of the lemmas changes.
The two-level mechanism is also used to analyse the unknown forms, and the
obtention of at least one analysis is guaranteed. In order to eliminate the
great number of ambiguities in the analysis, a local disambiguation process
is catried out:
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By using lexical transducers the two additional rules can be placed inde-
pendently (see Figure 6), and so, the original rules can remain unchanged.
In this case the additional subsystem is arranged close to the lexicon be-
cause it maps the transformation between generic and hypothetjcal lemmas
at lexical level. The resultant lexical transducer is very compact and fast.

lexical string

little lexicon
(with 7?7 marks)

lexical level
(withou‘lemmas)

FSTO
(2 additional
rules)

lexical ltvel (with
hypothetical lemmas)

FST1
(standard)

surface string

Fig.6: Lexzical transducer for the analysis of unknown words

Our system has a user lexicon and an interface to the update process too.
Some information about the new entries (mainly part of speech) is necessary
to add them to the user lexicon. The user lexicon is combined with the
general one increasing the coverage of the morphological analyser. This
mechanism is very useful in the process of spelling correction but an on-
line updating of the user lexicon is necessary. This treatment is carried
out in our original implementation but, when we use lexical transducers the
updating operation is slow (it is necessary to compile everything together)
and therefore, there are problems for on-line updating.

Carter (1995) proposes compiling affixes and rules, but no lemmas, in
order to have flexibility when dealing with open lexicons, but it presents
problems managing compounds at run-time. :
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6 Conclusions

A two-level formalism based morphological processor has been designed in a
incremental way in three main modules: the standard analyser, the analyser
of linguistic variants produced due to dialectal uses and competence errors,
and the analyser without lexicon which can recognise word-forms without
having their lemmas in the lexicon. This analyser is a basic tool for current
and future work on automatic processing of Basque.

Concept A B A+B
Number of words 4.846 2.343  7.207
Different words 2.607 1429  4.036
Unknown words 307 85 392
Linguistic variants 101 28 129
Analysed 85 22 107

(84%) (79%) (83%)
Full wrong analysis 21 4 25
Precision 99,2% 99,7% 99,4%

Table 1: Figures about the different kinds of analysis

Figures about the precision of the analyser are given in Table 6. Two
different corpora were used: (A) a text of a magazine where foreign names
appear and (B) a text about philosophy. The percents of unknown words
and precision are calculated on different words, so, the results with all the
corpus would be better. :

Using lexical transducers for our analyser we have improved both the
speed and the description of the different components of the tool. Some
slight limitations have been found too.
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