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Abstract

This paper presents a dependency
parsing system, presented as
BASQUE TEAM at the SPMRL’2013
Shared Task, based on the analysis
of each morphological feature of the
languages. Once the specific relevance
of each morphological feature is
calculated, this system uses the most
significant of them to create a series
of analyzers using two freely available
and state of the art dependency parsers,
MaltParser and Mate. Finally, the sys-
tem will combine previously achieved
parses using a voting approach.

1 Introduction

Morphologically rich languages present new
challenges, as the use of state of the art parsers
for more configurational and non-inflected lan-
guages like English does not reach similar
performance levels in languages like Basque,
Greek or Turkish (Nivre et al., 2007). Using
morphological information as features in pars-
ing has been a commonly used method for pars-
ing MRLs (Tsarfaty et al., 2010). In some cases
the effect of this information is positive but in
others it does not help or causes a negative ef-
fect.

In most of the work on dependency pars-
ing, the specific relevance of each morpholog-
ical feature in the final result is unknown. The
authors include all the morphological features1

in their systems with the aim of taking advan-
tage of the diversity of the used information.
This approach commonly produces very good
results but they are not always the best ones (see
table 2).
On the other hand, some authors have made ex-
periments to specify which is the real impact
of the morphological features. Ambati et al.
(2010) explore ways of integrating local mor-
phosyntactic features into Hindi dependency
parsing. They experiment with different sets
of features on a graph-based and a transition-
based dependency parser. They show that using
some morphological features (root, case, and
suffix) outperforms a baseline using POS as the
only feature, with both gold and predicted set-
tings .

Bengoetxea and Gojenola (2010) make use
of MaltParser’s feature configuration file to
take advantage of morphological features in
parsing with gold data. Their experiments show
that case and subordination type considerably
increase parsing accuracy.

1That is, they treat all the morphological features in
the same way in the feature specification, and let the learn-
ing algorithms decide the weight assigned to each one.



Marton et al. (2013) also explore which mor-
phological features could be useful in depen-
dency parsing of Arabic. They observe the ef-
fect of features by adding them one at a time
separately and comparing the outcomes. Ex-
periments showed that when gold morphol-
ogy is provided, case markers help the most,
whereas when the morphology is automatically
predicted the outcome is the opposite: using
case harms the results the most. When features
are combined in a greedy heuristic, using defi-
niteness, person, number, and gender informa-
tion improves accuracy.

Similarly, Seeker and Kuhn (2013) also de-
termine that the use of case is specially rele-
vant for parsing, demonstrating that morpho-
syntactic constraints can delimit the search
space of a statistical dependency parser to out-
perform state-of-the-art baselines for Czech,
German and Hungarian.

Following this line of research, our first step
will be to determine which is the concrete value
of each feature on dependency parsing, adding
one of the morphological features at a time
starting with an empty FEATS column.

Çetinoğlu and Kuhn (2013) have shown that
some parsers tend to improve the results when
swapping or replacing POS by some of the mor-
phological features. They have made use of
the METU-Sabanc Turkish Treebank (Oflazer
et al., 2003) for training and the ITU validation
set (Eryigit, 2007) for testing. In their work, it
is observed that moving CASE to the POS field
helps with a 0.3% LAS absolute increase in the
gold pipeline settings and using CASE instead
of nominal POS improves the labelled accuracy
by 0.3% absolute for the training set.

These experiments suggest that in some way
the parser is not making an optimal use of
all the available morpho-syntactic information,
and that the parser algorithm (or the feature

specification for the learning phase) is geared
towards POS and CPOS, giving a lower sta-
tus to other types of information. Although
this strategy is good in general, it seems that,
at least for some languages, specific features
(e.g. CASE) are crucial in obtaining a high
parsing performance. Taking these ideas into
consideration, we will work on three different
approaches:

• We will experiment the effect of using
only the best three morphological fea-
tures in the FEATS column (see table 1),
compared to working with the full set of
morpho-syntactic features. This can have
the effect of speeding the learning and
parsing processes, as the number of fea-
tures can be smaller. On the other hand,
the elimination of non-relevant features
can also help to improve the parser’s re-
sults, because some features can even be
detrimental for parsing.

• Following Çetinoğlu and Kuhn (2013),
once our system resolves which feature is
the most significant, it will be used to re-
place the POS and CPOS fields one by one
and we will test the effect of these vari-
ants on the parsers. Finally, we will also
try right-to-left versions of those 3 variants
(baseline, and replacing POS and CPOS)
completing a set of 6 different parsers.

• Finally, we will experiment the combina-
tion of the different or parsers with a vot-
ing approach (Hall et al., 2010) using the
MaltBlender tool2.

All of the experiments will be performed on
automatically predicted POS and morphosyn-
tactic data, taking the tags given in the Shared

2http://w3.msi.vxu.se/users/jni/blend/



Task data, that is, we will not made use of any
specifically trained morphological tagger.

In the rest of this paper we will first present
the resources we have used to carry out our ex-
periments in section 2, followed by a study of
the contribution of the morphological informa-
tion to parsing in section 3 and the effect of this
information on the individual parsers in subsec-
tion 4.1. The final results of the best parser
combinations are showed in subsection 4.2 and
the main conclusions of the work in section 5.

2 Resources

This section will describe the main resources
that have been used in the experiments. Sub-
section 2.1 will describe the languages we have
used in our experiments, subsection 2.2 will ex-
plain the parsers we use, while subsection 2.3
will present briefly the MaltBlender tool.

2.1 Selected Languages
Although the SPMRL’2013 Shared Task (Sed-
dah et al., 2013) offers the opportunity to
parse nine morphologically rich languages, to
carry out our experiments we have selected five
of them, due in part to time constraints, but
also taking into account the relevance of the
morpho-syntactic information (FEATS column,
see table 1) . The selected five languages are:
Basque (Aduriz et al., 2003), French (Abeillé
et al., 2003), German (Seeker and Kuhn, 2012),
Hungarian (Vincze et al., 2010) and Swedish
(Nivre et al., 2006).

2.2 Parsers
We have made use of MaltParser (Nivre et al.,
2007b) and Mate (Bohnet and Nivre, 2012),
two state of the art dependency parsers3 repre-

3Due to time constraints, we did not have enough time
to experiment with other options such as the MST parser
or the EasyFirst parser.

senting the dominant approaches in data-driven
dependency parsing, and that have been suc-
cessfully applied to typologically different lan-
guages and treebanks.
MaltParser is a representative of local, greedy,
transition-based dependency parsing models,
where the parser obtains deterministically a de-
pendency tree in a single pass over the input us-
ing two data structures: a stack of partially an-
alyzed items and the remaining input sequence.
To determine the best action at each step, the
parser uses history-based feature models and
discriminative machine learning. The specifi-
cation of the learning configuration can include
any kind of information (such as word-form,
lemma, category, subcategory or morphological
features). We will use one of its latest versions
(MaltParser version 1.7).

To fine-tune Maltparser we have used Mal-
tOptimizer (Ballesteros and Nivre, 2012a;
Ballesteros and Nivre, 2012b). This tool is an
interactive system that first performs an analy-
sis of the training set in order to select a suitable
starting point for optimization and then guides
the user through the optimization of parsing
algorithm, feature model, and learning algo-
rithm. Empirical evaluation on data from the
CoNLL 2006 and 2007 shared tasks on depen-
dency parsing shows that MaltOptimizer con-
sistently improves over the baseline of default
settings and sometimes even surpasses the re-
sult of manual optimization.
The Mate parser (Bohnet and Nivre, 2012) is
a development of the algorithms described in
(Carreras, 2007; Johansson and Nugues, 2008).
It basically adopts the second order maximum
spanning tree dependency parsing algorithm. In
particular, this parser exploits a hash kernel, a
new parallel parsing and feature extraction al-
gorithm that improves accuracy as well as pars-
ing speed (Bohnet, 2010).



2.3 Parser Combinations

The MaltBlender tool makes a two-stage op-
timization of the result of several parser out-
comes, based on the work of Sagae and Lavie
(2006), and it was used for the first time for the
ten languages in the multilingual track of the
CoNLL 2007 shared task on dependency pars-
ing(Hall et al., 2010). The first stage consists
in tuning several single-parser systems. The
second stage consists in building an ensemble
system that will combine the different parsers.
When this system was evaluated on the official
test sets at the CoNLL 2007 shared task, the en-
semble system significantly outperformed the
single-parser system and achieved the highest
average labelled attachment score of all partic-
ipating systems.

3 Contribution of Morphological
Information to Parsing

We examined the effect of each type of morpho-
logical information, contained in the FEATS
column, to investigate their overall contribu-
tion to parsing. This will help us to deter-
mine which are the most relevant features for
parsing. To carry out this task we have used
the Mate parser, due to lack of time for test-
ing, and also taking into consideration that it
gives better results than MaltParser for all the
languages’s baselines. Firstly, we will obtain
the baseline for each language parsing the files
with an empty FEATS column. This baseline
will help us to determine the contribution of
each morphological feature to parsing. Next,
we trained the parsers using one feature at a
time obtaining as many results as features for
each language. Table 1 shows the effect of each
information on the Mate parser.

In this table we can observe that Basque is
one of the most sensitive languages regarding

the influence of its features. Using case (KAS)
as a unique feature improves the labelled at-
tachment score over using an empty FEATS
column by almost 5.7%. The next two better
features are number (NUM) and type of subor-
dinate sentence (ERL). They help with a 1.1%
and 0.6% increase, respectively. The rest of
the features do not contribute much in isolation,
with a maximum of 0.2%. On the other hand,
including all the features results in an improve-
ment of 6.5%.

If we analyze the results for French we see
that, in contrast to Basque, the influence of the
features on the parser is minimum. The most
significant feature is gender (g), which helps
with a 0.1% increase. With respect to the im-
provement using the other features, although
they do not provide big increases all of them
contribute positively. In closing, including all
the features we obtain a 84.6% labelled attach-
ment score with a 0.4% improvement over not
using any features.

As with French, the German morphological
features provide small increases. The most two
significant features are case and gender, which
obtain increases of 0.2%, 0.13%, respectively.
It is interesting to observe how including all the
features we obtain worse results than using only
the case, although the difference is not signifi-
cant. That could occur due to the weak influ-
ence of its features in the final result and the
negative influence of some of them.

Hungarian is the language which offers more
features, 14 altogether. This language, in line
with Basque, tends to vary significantly its la-
belled attachment score depending on the used
morphological feature. If we focus on the
three most significant features, the case (Cas)
helps with a 5.6% increase, person of possessor
(PerP) with a 1%, while number of possessor
helps with a 0.9%. The grammatical subcate-



Basque French German Hungarian Swedish
all feats 83.0 all feats 84.6 all feats 91.0 all feats 82.8 all feats 76.7
no feats 76.5 no feats 84.2 no feats 90.9 no feats 75.3 no feats 76.9

KAS 82.2 g 84.3 case 91.0 Cas 80.9 verbform 77.0
NUM 77.7 n 84.3 gender 91.0 PerP 76.3 definiteness 76.8
ERL 77.1 p 84.3 number 90.9 NumP 76.3 degree 76.8

DADUDIO 76.8 c 84.2 person 90.9 SubPOS 75.9 case 76.8
NORK 76.7 m 84.2 tense 90.9 Def 75.7 number 76.3
MDN 76.6 s 84.2 degree 90.8 Num 75.7 perfectform 76.3
NOR 76.6 t 84.2 mood 90.8 PerP 75.7 abbrv 76.3
ASP 76.4 Mood 75.5 mood 76.2

NORI 76.2 NumPd 75.4 pronounform 76.1
ADM 76.5 Coord 75.3 gender 76.0

Form 75.3
Tense 75.3
Type 75.3
Deg 75.0

Table 1: The effect of each feature sorted by language (MATE parser)

gory within the main part of speech (SubPOS)
improves the baseline in a 0.6% and the number
and person in a 0.4%. The remaining features
do not contribute very appreciatively even ob-
taining negative results. Including all the fea-
tures we obtain a labelled attachment score of
82.83%. That means the real contribution of
all the features is 7.5%, this improvement be-
ing the most important among all the used lan-
guages.

In common with French and German, the
Swedish morphological features do not seem to
help the parsers to achieve significant improve-
ments in terms of LAS. However, we can ob-
serve some interesting phenomena. While in
the other languages the case is one of the best
features, in Swedish is does not help, achieving
a negative result. In general, excluding the verb
form (verbform), all the features obtain nega-
tive results with respect to not using any fea-
ture. In this scenario it is not surprising to ver-
ify that including all the features does not help

the Mate parser. Having said this, the best three
features are the verb form (verbform), definite-
ness (definiteness) and degree (degree).

4 Testing the Effect of Different
Morphosyntactic features on parsers

We examined the effect of the most significant
morphological features, examined in the previ-
ous step, to investigate their overall contribu-
tion to parsing. For this task, we created three
variants for each parser, apart from the base-
line using all the morphosyntactic features. We
obtain these variants by: i) using the most 3
relevant features in the FEATS column (see ta-
ble 1 in previous section), ii) moving the most
relevant feature for each language to the POS
column and iii) moving the most relevant fea-
ture to the CPOS column. Next, we have tested
parser combinations including all the baselines
and their variants in subsection 4.2.



Basque French German Hungarian Swedish
Baselines

All − FeatsMalt 80.0 79.9 87.6 77.3 73.4
All − FeatsMate 83.0 84.6 91.0 82.3 76.7

Left2right
3− bestMalt 79.9 79.9 87.6 75.9 73.4

CPOS − bestMalt 80.3 79.7 87.5 76.6 72.9
POS − bestMalt 78.7 78.7 86.6 77.2 72.8
3− bestMate 83.4 84.3 90.8 82.4 76.6

CPOS − bestMate 82.7 84.3 91.0 82.7 76.8
POS − bestMate 82.2 83.4 90.5 82.5 76.5

Right2left
3− bestMalt 80.1 78.9 86.9 75.3 69.3

CPOS − bestMalt 80.0 79.0 86.7 76.6 69.3
POS − bestMalt 81.0 77.8 85.4 74.9 70.2
3− bestMate 83.3 84.3 90.9 82.1 76.5

CPOS − bestMate 83.1 84.6 91.0 82.6 77.0
POS − bestMate 81.6 83.5 90.6 82.4 76.4

Table 2: Testing the effect of features on MaltParser and Mate

4.1 Individual Parsers

Table 2 shows the effect of each information
on both parsers, Maltparser and Mate parser.
If we analyze the results on Basque, the dif-
ference between the two parsers is noticeable,
as Mate obtains on average a 3 point improve-
ment with respect to MaltParser. A similar dif-
ference occurs on all the used languages. The
best LAS in Basque is acquired using the 3
best features in the FEATS column with the
Mate parser (83.4%). On a comparison with
the LAS obtained by the Mate baseline (All-
Feats), that means a 0.4 improvement. Re-
garding Maltparser’s results for Basque, we get
the best LAS (81.0%) moving the best feature
(case) to POS in its right-to-left version, in-
creasing the LAS baseline (All-Feats) by 1.0.
We notice that Maltparser and Mate tend to im-
prove their baseline scores using some of the
presented variants.

On the other hand, the best score for French

is obtained using the baseline (All-Feats and
the Mate parser, 84,6%). Contrary to Basque,
in French, although some of the used vari-
ants achieve similar scores with respect to their
baselines (All-Feats), they do not give notice-
able increases. The unique variant that equals
its baseline (79,9%) is 3 − bestMalt using the
left-to-right version and the three best features
(gender, number and person) in the FEATS col-
umn using Maltparser.

With respect to German, the only variant that
equals the baseline is CPOS − bestMate with
91.0% LAS. . If we focus on Maltparser’s
(MaltOptimizer) scores, we get the best result
among the variants with 3 − bestMalt (87.6%)
using the left-to-right version. The variants do
not improve Maltparser’s baseline.

Although some of the Hungarian variant
scores are very similar to their baselines, they
give some improvements over the baseline. The
best two results on the Mate parser are 82.7%
and 82.6%. We obtain the first score mov-



ing the best feature (case) to CPOS in its left-
to-right version, and the second one using the
same configuration in its right-to-left version.
The best two scores on Maltparser without tak-
ing the baseline into account are 77.2% and
76.6%, obtained when moving the best feature
to POS and moving the best feature to CPOS in
its right-to-left version, respectively.

The best two results for Swedish on the Mate
parser are 77.0% and 76.8%. We get the first
result moving the best feature (verbform) to
CPOS in its right-to-left version and the sec-
ond one in its standard version. These two re-
sults are the only variants that improve the base-
line (76.7% LAS) with a 0.30 and 0.17 increase,
respectively. On the other hand, if we focus
on Maltparser, the variants do not improve the
baseline (73.4% LAS) where the best two re-
sults are 73.4% and 72.9% LAS. For the best
result we use the three best features (verbform,
definiteness and degree) in the FEATS column,
while for the second one the best feature (verb-
form) has been moved to CPOS.

Despite that only the Basque and Swedish
variants haven been able to significantly im-
prove their baselines, in the next subsection
we present a combination system expecting to
take advantage on the variety of the parsed files
(Surdeanu and Manning, 2010).

4.2 Parser Combinations

Although in several cases the use of specific
morphosyntactic information does not give no-
ticeable increases, we also tested the effect on
parser combinations. Table 3 presents the re-
sult of combining the extended parsers with the
baselines (using all the features) obtained in
individual parsers. The table shows that the
Basque language has achieved the biggest in-
crease. Parser combination in Basque helps
with an improvement of 3.2 with respect to the

Mate baseline. Contrary to Basque, French
is the language that has obtained the small-
est increases in parser combination if we com-
pare it with the Mate (highest) parser baseline.
The combined system improves the Mate parser
baseline by 0.5. Parser combination in German
gives a 0.8 increase with respect to the best sin-
gle parser (Mate, 91.0). Our system achieves a
1.3 increase for Hungarian with respect to the
Mate parser’s baseline. Finally, if we focus on
Swedish, the parser combination helps with a
1.4 increase with respect to the Mate parser.

After examining the parsers involved in
parser combinations we noticed that there are
always several variants included in the best
parser combinations, although the only variant
that appears in all the best parser combinations
is CPOS − bestMate in its left-to-right ver-
sion. Taking into account that the most rel-
evant feature for Basque, German and Hun-
garian is the case, it would be interesting to
use the CPOS − caseMate variant for other
languages. Finally, the presented results sug-
gest that the introduced variants contribute pos-
itively on parsing and they help to improve the
scores obtained by the base parsers.

5 Conclusion and Future Work

We have presented a combined system that was
designed after analyzing the relevance of the
morphological features in order to take advan-
tage on the effect of those features on some
parsers. In general the improvements have been
noticeable, specially for Basque. We can point
out some interesting avenues for research:

• Use of new parsing algorithms for testing
the effect of different morphological fea-
tures. The results of this work show that
the used techniques are specially useful
for languages where the FEATS column,



Basque French German Hungarian Swedish
MaltParser baseline 80.0 79.9 87.6 77.3 73.4
Mate parser baseline 83.0 84.6 91.0 82.8 76.7
Parser combination 86.2 85.1 91.8 84.1 78.1

Table 3: Results of parser combinations

containing morpho-syntactic information,
gives the biggest increments with respect
to not using the features, like Basque
and Hungarian. We expect that simi-
lar improvements could be obtained for
languages like Turkish or Czech, which
share many characteristics with Basque
and Hungarian.

• Experimenting different models for parser
combinations using new parsers. Several
of the parser variants we have used give
only slight modifications over the base
algorithms, even though when combined
they give significant increases. Widening
the spectrum of parsers and adding new al-
gorithms can imply an important boost in
parser combination.

• Application to the rest of the languages
of the SPMRL 2013 Shared Task: Korean,
Hebrew, Arabic and Polish.
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Anne Abeillé, Lionel Clément, and François Tou-

ssenel. 2003. Building a treebank for french.
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Marie Candito, Jinho Choi, Richárd Farkas, Jen-
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