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ABSTRACT
Easy-to-Read (E2R) is a controlled language variant that makes
any written text more accessible through the use of clear, direct
and simple language. It makes content accessible to anyone with
a minimum reading level, but it is mainly aimed at specific user
groups. In recent years, important developments in the field of E2R
have been carried out in many different languages in addition to
English. The main objective of this paper is to present an updated
overview of the existing tools and resources for E2R in German,
Spanish and Basque. We aim to offer a benchmark for future studies
that focus on these languages and their E2R variants.
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1 INTRODUCTION
The Convention on the Rights of Persons with Disabilities of the
United Nations (CRPD) stated that access to information and com-
munication is a fundamental right of all citizens and that states
should facilitate information in accessible ways such as easy to read
and understand forms [65]. Easy-to-Read (E2R) is a pivotal part
of the inclusion for people with communication disabilities [30].
E2R is a language variant of a standard language. It has a reduced
complexity and aims to make content accessible and ensure partici-
pation of people with communication impairments by improving
the readability and comprehensibility of texts [31, 51]. Here, we will
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use the term Easy-to-Read (E2R) to refer to any of the language E2R
variants, as it is the most commonly used term. When talking about
a specific language, we will be using the term corresponding to it;
Leichte Sprache in the case of German, Lectura Fácil for Spanish,
and Irakurketa Erraza for Basque.

E2R is mainly aimed towards people with cognitive or intellec-
tual disabilities; however, other target groups may also benefit from
it, such as people with intellectual, cognitive or developmental dis-
abilities, people with auditory disabilities, people with low literacy,
migrants or children in need of reading reinforcement [15, 31]. The
vocabulary and grammar structures of E2R are limited to the basic
vocabulary and grammar of a given natural language [30, 51]. E2R
texts are adapted based on a set of rules, and they might also include
examples, visual and/or auditory aids that are not present in the
source text. When we refer to the E2R adaptation, we are talking
about the processes that standard texts undergo in order to be trans-
formed into E2R texts. These processes may include the creation of
auditory and/or visual aids and examples, syntactic simplification,
lexical simplification or summarization, among others. Automatic
Text Simplification (ATS) is an important part of E2R adaptation,
as it aims to reduce, at least in part, the efforts required by manual
simplification [14].

E2R is not to be confusedwithwhat is known as Simple Language
or Plain Language (PL), as there are some important differences
between them: (1) while PL focuses mainly in the text, E2R covers
not only the text, but also the illustrations and layout [25], (2) E2R
is usually aimed at people with cognitive or intellectual disabilities
(although it may be used by wider audiences), PL might be too
challenging for people with cognitive or intellectual disabilities
[43], (3) PL was initially focused on improving legal communica-
tion, and it is usually employed to communicate information that is
usually complex, E2R aims to create a barrier-free communication
and therefore be applied to all sorts of texts [7]. In spite of the
differences between E2R and PL, this distinction is not yet made in
all languages. We can find E2R and PL in English, as well as Leichte
Sprache and einfache Sprache in German. In Spanish, there is Lectura
Fácil (the equivalent to E2R), Lenguaje Claro (the equivalent to PL),
Comunicación Clara (clear communication) and Lenguaje Ciudadano
(citizen language). Finally, in Basque, there is only Irakurketa Erraza.
1 Depending on the language, the target readers or users of E2R
might also vary. For example, it has been shown that Leichte Sprache
is not suitable to teach learners of German as a second language
[1, 34, 37]. However, Irakurketa Erraza can be used by learners of
Basque as a second language or by people who have difficulties

1This paper will focus on the E2R variant of German, Spanish and Basque; all other
variants are beyond the scope of this paper.
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understanding Basque2. Apart from this, there are some E2R rules
that apply to all languages; for example, avoiding special characters
such as the parenthesis, or avoiding the use of metaphors. These
general rules can be found in the guidelines provided in the Inclu-
sion Europe website3. On the other hand, there are some E2R rules
that are particular to a language. In German, for example, we see
that compound nouns should be split into two or more words by
means of bullet points [19, 21, 42].

The primary objective of this paper is to offer an updated overview
of the existing tools and resources for E2R in German, Spanish and
Basque. This will help set a benchmark for future studies focused
on these languages and their E2R variants.4 We focus on German,
Spanish and Basque due to various reasons: (1) these languages
have experienced a high contribution rate regarding E2R in recent
years, (2) some investigation conducted on these languages has not
been published in English, but in the country’s language, (3) some
of the resources and tools introduced here may be adapted to other
languages, (4) most E2R surveys and ATS surveys generally focus
on English contributions; however, this paper will explain in depth
the German, Spanish and Basque resources, (5) we want to give
visibility to other languages besides English.

The paper is structured as follows: the next section will intro-
duce the most important and updated Natural Language Processing
(NLP) tools and resources for E2R for German, followed by Span-
ish and then Basque. Each section might contain different types
of tools and resources, as not all languages count with the same
amount of E2R aids. The tools and resourced that will be mentioned
might include corpora, Readability Assessments (RA), dictionaries,
language checkers, and E2R adaptation tools.

2 GERMAN
This section will give a brief overview of the situation of E2R in
Germany and will introduce the available resources for Leichte
Sprache.

In 2002, the establishment of the Gesetz zur Gleichstellung von
Menschen mit Behinderungen (the German equality law for disabled
people) and the Barrierefreie-Informationstechnik-Verordnung (the
accessible technology enactment) led the German government to
provide accessible information to everyone. The Netzwerk Leichte
Sprache (the plain language association) was founded in 2006, an
association sustained by the empowerment movement of people
with cognitive impairments and their care service providers [41]. In
2013, the Netzwerk Leichte Sprache developed the rules for Leichte
Sprache [53].56.

2https://lecturafacileuskadi.net/blog/irakurketa-erraza-ezinbesteko/ (last accessed:
2023-02-23)
3https://www.inclusion-europe.eu/easy-to-read-standards-guidelines/ (last accessed:
2022-11-23)
4Lindholm and Vanhatalo [41] offer an insight to the implementation, principles and
practices of E2R in various European countries in 2020 and before, focusing on its
background and current situation, terminological definitions, status and stakeholders.
5Inclusion Europe developed the first rules for Leichte Sprache in 1998. This first set
of rules were written in German, however, they were not focused on the German
language specifically; they could be applied to any E2R variant of a given standard
language, as they were generic E2R rules.
6For a more detailed overview of how the legal state of LS has changed over time, refer
to Maaß [43]

2.1 Corpora
Klaper et al. [38] developed the first parallel, sentence-aligned cor-
pus with German and Leichte Sprache texts. The data was crawled
from five publicly available webpages, spanning various topics,
and is composed of around 70,000 tokens.7 A multilingual dataset
called CWIG3G2 was created by Yinam et al. [69] for Complex
Word Identification (CWI) tasks. This dataset contains complex
words/phrases for English, German and Spanish, annotated by both
native and non-native speakers. It contains a total of 978 sentences
from German Wikipedia articles 8. Lange [39] presented the LeiSa
(Leichte Sprache im Arbeitsleben) collection of texts, which con-
tains 639,826 tokens of Leichte Sprache, 779,278 tokens of einfache
Sprache, and 350,872 tokens of Leicht Lesen. They contrasted these
text simplification approaches and confirmed that these approaches
can be conceptualized as part of a comprehensibility continuum.9
Battisti et al. [8] compiled a corpus fromweb sources, with the aim
to use it in automatic RA and ATS in German. Their corpus consists
of both monolingual data (Leichte Sprache, consisting of 1,916,045
tokens) and parallel data (German and Leichte Sprache, consisting
of 347,941 tokens of German and 246,405 tokens of Leichte Sprache).
It also contains information on text structure, typography and im-
ages, which can indicate if a text is simple or complex.10 Naderi et
al. [49] offer the TextComplexityDE dataset, composed by 1000
sentences, 250 of which have been manually simplified by native
speakers. The sentences were taken from 23 Wikipedia articles in 3
different article-genres. It also contains subjective assessment of
the simplified sentences (complexity, understandability and lexical
difficulty), which was provided by a group of language learners of
A and B levels. It is aimed to be used for developing text-complexity
predictor models and ATS. 11. Säuberli et al. [56] presented the
APA (the Austria Presse Agentur) corpus, which is the first paral-
lel corpus for data driven ATS for German. It has a total of 3,616
sentence pairs. The original sentences were manually simplified
and aligned into their A2 and B1 equivalents. Spring et al. [59] offer
an expanded version of this database, which consists of standard-
language news items with their corresponding simplifications be-
tween August 2018 and April 2021; this resulted in 2,410 document
pairs for B1 and 2,347 for A2.12 Jablotschkin and Zinsmeister
[35] developed the LeiKo comparable corpus, which contained
approximately 50,000 tokens. It is divided into four sub-corpora
according to the websites from which they were extracted. It is
composed of news texts, systematically compiled and linguistically
annotated for linguistic and computational linguistic research.13.
Jach [36] created the KED (Korpus Einfaches Deutsch) collection
of texts, which contains texts from genres of educational and public
discourse in Leichte Sprache and einfache Sprache. It was scraped
from different websites, and containes a total of 3,698,372 words. It

7The corpus can be made available upon request.
8The dataset is available under CC-BY (https://www.inf.uni-hamburg.de/en/inst/ab/lt/
resources/data/complex-word-identification-dataset.html)
9The corpus is not yet accessible through databases, but this is still a future project.
10The data is available upon request (https://zenodo.org/record/6576356#.Y39MxS_
WdmA)
11The dataset is available in GitHub (https://github.com/babaknaderi/
TextComplexityDE)
12This dataset, aligned with the LHA method, is available online upon request (https:
//zenodo.org/record/5148163#.Y4co9i8rxqs)
13The corpus is available online (https://zenodo.org/record/3923917#.Y3uxdS8rxao)
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is divided into different sub-corporas depending on the provider.14
Rios et al. [55] presented the 20m corpus of 18,305 articles paired
with shortened summaries collected from the Swiss news portal 20
Minuten. The sentences are not aligned, and the corpus does not
distinguish different simplification levels, as they do not stick to a
simplification standard.15 The Geasy (the German Easy Language)
corpus was built by Hansen-Schirra et al. [32]. It is a parallel
corpus with professional translations from standard German into
Leichte Sprache. It is aligned at sentence level and currently contains
1,087,643 words of source text and 292,552 words of Leichte Sprache
translations.16 Toborek et al.[62] created a monolingual corpus
consisting of publicly available articles, spanning different topics,
of 7 different webpages that publish news articles in German and
their corresponding Leichte Sprache version. The corpus also has
articles from a website in einfache Sprache in an aim to achieve a
larger vocabulary size. The authors refer to all simplified versions
of German as Simplified German. It has a total of 250,093 tokens
of Simplified German and 404,771 tokens of German, contains 708
aligned documents and a total of 5,942 aligned sentences.17 We
can also find a multilingual dataset of raw text from different news
providers in different countries; this dataset is named SNIML (Sim-
ple News in Many Languages) and was crated byHauser et al. [33].
It is a multilingual corpus of news in simplified language, including
articles in Finnish, French, Italian, Swedish, English and German,
published between 2003 and 2022. The texts have been created
according to different simplification guidelines and for different
target audiences, as the level of simplification varies depending on
the provider. They plan to release a new version of SNIML every
month, and their future work may consist of aligning the articles
to related articles in standard language. By the time this article is
being written, it contains 4,936,181 tokens in total, 123,021 of which
are of German.18 Aumiller and Gertz [5] presented the Klexi-
con corpus, which is based on the German children encyclopedia,
named Klexicon. This corpus contains 2,898 articles from Klexicon,
with an average of 436.87 tokens each, and 2,898 documents from
Wikipedia, with an average of 5,442.83 tokens each. It is aligned
on a document level with corresponding articles from Wikipedia;
however, it is unlikely that specific sentences are matched.19

2.2 Readability assessment
Battisti et al. [9] presented an unsupervised machine learning
approach to analyse texts in simplified German, and also exploit
structural and typographic characteristics of simplified texts. They
showed that there is not just one complexity level in German simpli-
fied texts. Naderi et al. [50] developed an automated RA estimator
based on supervised learning algorithms over German text corpora.
They employed the TextComplexityDE corpus, and extracted 73
14The corpus can be obtained online (https://daniel-jach.github.io/simple-german/
simple-german.html)
15It can be obtained through GitHub (https://github.com/ZurichNLP/20Minuten)
16An overview of the texts and word counts can be found online (https://seafile.rlp.
net/f/a25a64e6dfa54373b5a1/)
17The corpus is published under CC BY-SA and the accompanying code under MIT
license. The code to build the dataset is available in GitHub (https://github.com/mlai-
bonn/Simple-German-Corpus), and the fully prepared dataset is available upon request
18All texts in SNIML are shared under an open license that allows for academic research
use (https://pub.cl.uzh.ch/projects/sniml/en/read/)
19The code and data of this corpus are available in GitHub (https://github.com/
dennlinger/klexikon)

linguistic features and employed feature engineering approaches
to select the most informative ones. Mohtaj et al. [48] presented a
new model for text complexity assessment for German text based
on transfer learning. To train the models, they used the TextCom-
plexityDE dataset, showing that fine-tuning the BERT model can
outperform the other approaches. Ebling et al. [23] presented the
first sentence-based Neural Machine Translation approach towards
automatic simplification of German and the first multi-level simpli-
fication approach for German. This paper also offers an overview
of four parallel corpora of standard/simplified German, compiled
and curated by their group. They report a gold standard of sentence
alignments from these four sources. Weiss et al. [67] presented
a sentence-wise RA model for German L2 readers. They built a
machine learning model with linguistic insights and compare its
performance based on predictive regression and sentence pair rank-
ing. Their findings show that the model yielded top performances
across tasks. Mohtaj et al. [47] offer an overview of the GermEval
2022 Shared Task on Text Complexity Assessment of German Text
and the main contributions.20

2.3 E2R adaptation aids
We can find two tools devoted to help to adapt standard texts into
Leichte Sprache. EasyTalk [61] is a system for assisted typing in
Leichte Sprache. It uses a paraphrase generator based on a lexical-
ized, unification-based Performance Grammar. On the other hand,
SUMM21 is the first AI-powered tool that automatically turns any
text into E2R. Its founders claim that it can increase adaptation pro-
ductivity by 85%. It is only available in its Beta version, but it can
be tried out by registering on their webpage. Users can adapt any
texts and create their own glossary. Apart from the these tools, Ger-
man also counts with Hurraki22, a dictionary with explanations
of German words in Leichte Sprache.

On the other hand, it is worth highlightning that the implemen-
tation of E2R rules in language checkers could aid in the creation
of E2R texts. Siegel and Lieske [40, 58] implemented some E2R
rules in Acrolinx23 and LanguageTool 24.

3 SPANISH
We will now introduce Lectura Fácil and the available resources for
it.

Mayol and Salvador [44] analysed the situation of E2R in Cat-
alonia and Europe back in 1999, and made some recommendations
on how to implement it in Catalonia. In 2001, an Easy Language
committee was created [41]. The Easy Read Association was legally
founded in 2003; since then, it has been focused on the creation
of literary works, the promotion of Easy Read Clubs, and provid-
ing training to create accessible information. In 2016, the Red de
Lectura Fácil (Easy Read Network) was created by various regional
associations. Some other initiatives have been in place for years
[45, 64]; however, they have not been applied effectively [11]. In
spite of this, there are some resources available for Lectura Fácil.

20Due to space constraints, not all studies that took part in it have been included in
the paper at hand.
21https://summ-ai.com/en/ (last accesed: 2023-02-28)
22https://hurraki.de/wiki/Hauptseite (last accessed: 2023-02.28)
23Acrolinx is a software package to support authors of technical documentation
24LanguageTool is an open source text checking software developed since 2003
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3.1 Corpora
The Simplext parallel corpus was created by Bott et al. [14] within
the Simplext project. They compiled a corpus of 200 news texts and
created manual simplifications for them by trained experts, based
on 28 rules. The texts were automatically aligned on sentence level
with a tool they created to this end [13]. This amounted to a total of
1,149 Spanish and 1,808 simplified Spanish sentences; approximately
1,000 aligned sentences. This corpus has "heavy" simplifications, as
it has a high number of strong paraphrases, deletions and heavy
structural reordering of sentences.25 The CWIG3G2 CWI dataset
by Yinam et al. [69] (introduced in 2.1) contains a total of 1,387
sentences from the SpanishWikipedia. Štajner et al. [60] built new
simplification-specific datasets of synonyms and paraphrases using
freely available resources.26 Mitkov and Štajner [46] created a
corpus consisting of texts from the general literature and news
domain, some of them also present in the Simplext corpus. Their
manual simplifications were obtained using only six main simpli-
fication rules (in contrast with the 28 rules used in the Simplext
project). This resulted in "light" simplifications.27 The Newsela
corpus by Xu et al. [68] is available both in Spanish and English. It
consists of a total of 1,130 news articles (1,301,767 tokens), and 4
simplified versions of each, written by professional editors. Each of
the 4 simplified versions corresponds to a different reading level.28
The VYTEDU-CW (Educational Videos and Texts-Complex Word)
corpus by Ortiz-Zambrano et al. [52] is composed by university
educational texts containing difficult words. The corpus is being
used to continue researching the ATS of Spanish texts.29 Alarcón
[2] developed the EASIER dataset, which was annotated by an
E2R linguist expert. They annotated 260 documents, from which,
8,100 complex words were gathered. A total of 7,892 synonyms
were proposed. The dataset contains about 5,130 instances with
at least one proposed substitute per complex word.30 ALEXIS, by
Ferrés and Saggion [24] is a Spanish Dataset for Lexical Sim-
plification. It contains a total of 381 instances; each instance is
composed by a sentence, a target complex word, and 25 candidate
substitutes. Their work also describes the evaluation of three kind
of approaches to Lexical Simplification: a thesaurus-based approach,
a single transformers-based approach, and a combination of trans-
formers.31 Sharlow and Alva-Manchego [57] proposed Simple
TICO-19, a new language resource containing manual simplifica-
tions of the English and Spanish portions of the TICO-19 corpus for
Machine Translation of COVID-19 literature [3]. The annotation
process consisted on designing an annotation manual and, based
on it, four annotators (two native English speakers and two na-
tive Spanish speakers) simplified over 6,000 sentences. They also
proposed baseline methodologies for automatically generating the
simplifications, translations and joint translation and simplifica-
tions contained in the dataset.32 IrekiaLF_es is an open-license

25This dataset is available upon request.
26This dataset is available upon request.
27This dataset is available upon request.
28This dataset is available upon request (https://newsela.com/data/)
29The corpus is available upon request.
30The dataset is available at GitHub (https://github.com/LURMORENO/
EASIER{_}CORPUS), but without explicit license.
31The dataset is availble at GitHub https://github.com/LaSTUS-TALN-UPF/ALEXSIS
32It can be obtained through GitHub (https://github.com/MMU-TDMLab/
SimpleTICO19)

benchmark for Spanish text simplification developed by Gonzalez-
Dios et al. [29]. It compiles 288 parallel original and E2R texts; 35
of them were manually aligned at a sentence level, thus creating
a test set of 705 sentences. The corpus was built by crawling texts
from Irekia33, and they performed a neurolinguistically-based eval-
uation of the corpus, following the lexicon-unification-Linearity
(LeULi) model of neurolinguistic complexity assessment. This eval-
uation showed that the corpus is suitable for ATS training and
evaluation regarding lexical and sentence simplification; however,
it may obstruct en users’ comprehension in terms of discourse
simplification.34 Campillos et al. [16] created CLARA-MeD, a
comparable corpus composed by 24,298 pairs of professional and
simplified texts in the medical domain. They also aligned a subset of
3,800 sentence pairs manually. The data was extracted from CIMA
(Centro de Información de Medicamentos) a drug-related service and
knowledge database.35

3.2 Readability assessment
Quispesaravia el at. [54] developed Coh-Meetrix-Esp, a tool
able to calculate 45 readability indices. They analysed how com-
plexity indices behave in a corpus of 100 texts, divided into “simple”
and “complex” categories equally. The "simple" texts were mainly
children’s fables, and the "complex" ones were stories for adults.
Bengoetxea and Gonzalez-Dios [10] presented MultiAzterTest
. This analyzer is multilingual, as it works with English, Spanish
and Basque; besides, it can also be adapted to other languages. It
analyzes texts on over 125 measures of cohesion, language, and
readability, and it can also be used for text analysis, profiling or
stylometrics. In Ventosa Pérez’s bachelor project [66] they imple-
mented a web application for RA, which calculated some indexes
such as types of words or punctuation marks, among others. 36 In
the context of a hackaton, De la Rosa et al. [20] created BERTIN
for RA 37. They presented a data-centric technique called "per-
plexity sampling". Their resulting models classify three levels of
texts and have been created by fine-tuning the language model for
Spanish. Torrijos and Oquendo [63] present Clara38, a tool that
allows to check the clarity of administrative documents and service
contracts (although it can be used with any type of text). It offers
an overall percentage of clarity, a specific percentage of clarity for
each of the metrics included, and proposals for improvement.

3.3 E2R adaptation aids
Bott et al. [14] developed Simplext, a prototype that performs
syntactic simplification with a rule-based approach, also trying
to integrate data driven methods whenever it is possible (due to
the lack of parallel resources for Spanish). They targeted three
groups of problems within the structural simplification: sentence

33the open-government communication channel of the Basque Government.
34The dataset is publicly available (https://github.com/itziargd/IrekiaLF) under CC
BY-SA 4.0 license.
35This dataset is publicly available (https://github.com/lcampillos/CLARA-MeD). The
authors make it clear that the corpus was built for research and educational purposes,
and no medical decision should be taken from the data provided.
36This paper follows a series of publications by the Universidad Politéctica de Madrid
(UPM), related with E2R RA and adaptation aids.
37https://huggingface.co/spaces/hackathon-pln-es/readability-assessment-spanish
(last accessed: 2023-02-28)
38https://comunicacionclara.com (last accessed: 2023-02-27)
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splitting, lexical substitution of functional multi-word units and the
re-ordering of syntactic units. LexSIS by Bott et al. [12] was the
first approach to lexical simplification in Spanish. It was created
based on the analysis of a sample of data from the Simplext corpus. It
relies on freely available resources, such as dictionaries and the web,
as corpus.In order to find a suitable word substitute, LexSiS uses
three techniques: a word vector model, word frequency, and word
length. Baeza-Yates et al. [6] presented CASSA (Context-Aware
Synonym Simplification Algorithm), which generates simpler syn-
onyms of a word. It is a context-aware method for lexical simplifi-
cation that uses two free language resources (Google Books Ngram
Corpus and the Spanish OpenThesaurus) and real web frequencies
of the complex word for disambiguation. It does not require align-
ment of parallel corpora, and it can be extended to other languages.
Cumbicus-Pineda et al. [17] added syntactic information into the
edit-based system EditNTS [22]. They extended the system with a
graph convolutional network module that mimics the dependency
structure of the sentence; this gave the model an explicit represen-
tation of syntax. They conducted experiments in Spanish, Italian
and English, and confirmed that syntactic information is useful for
ATS systems. Finally, there is also a dictionary called Diccionario
Fácil 39, which aims to define terms and linguistic expressions, as
well as proper names or historical events following the guidelines
of E2R.40

4 BASQUE
In this section, we overview the state of Irakurketa Erraza and its
available resources.

The Basque Country’s E2R Association 41 makes literature, cul-
ture and information accessible. They brought the E2R project from
Catalonia in 2012. They offer trainings, books and news in E2R.
Irakurketa Erraza is sometimes also used to teach Basque to those
who have a different first language. Most of the existing tools for
Irakurketa Erraza ATS have been developed by the IXA group42.

4.1 Corpora
The Corpus of Basque Simplified Texts (CBST) or Euskarazko
Testu Sinplifikatuen Corpusa (ETSC) in Basque by Gonzalez-Dios
et al. [28], compiles 227 original sentences and two simplified
versions of each sentence. The sentences belong to the topics of
social sciences, medicine and technology. The simplified versions
of the sentences were created following two different approaches,
the structural and the intuitive.

43. The Leveled Basque Science Popularisation Corpus (LB-
SPC) by Gonzalez-Dios et al. [27] is composed of 400 texts at 2

39http://diccionariofacil.org
40We can also find arText [18], the first Spanish-assisted copywriter that helps to
write texts in specialised fields and texts in Lenguaje Claro. It is aimed to help public
administrations to write in a more comprehensible way. It has not been included in the
paper because it does not deal specifically with Lectura Fácil, and therefore is beyond
the scope of this paper (http://sistema-artext.com/lenguaje-claro)
41https://lecturafacileuskadi.net/blog/irakurketa-erraza-ezinbesteko/ (last
accessed:2023-03-05)
42http://www.ixa.eus/ (last accessed: 2023-03-05)
43It is available under the CC BY-NC-SA 4.0 license (http://www.ixa.eus/node/13007?
language=eu)

levels. 200 of themwere extracted from ZerNola 44, a website to pop-
ularise science among children up to 12 years old; this was meant
to be the "easy" collection of texts. The other 200 texts were taken
from Elhuyar Aldizkaria 45, a journal about science and technology
in Basque; this was meant to be the "complex" collection of texts.

4.2 Readability assessment
There are only two studies focused on Basque RA. ErreXail, created
by Gonzalez-Dios et al. [27] calculates 94 indices based on global,
lexical, morphological, morpho-syntactic, syntactic and pragmatic
features. On the other hand, there is alsoMultiAzterTest [10] 46
The corpus employed in both studies was LBSPC [27].

4.3 E2R adaptation aids
Aranzabe et al. [4] performed a linguistic study on long sentences
taken from two corpora (EPEC and Consumer), and based on it,
they proposed a syntactic simplification by using manually written
rules applied to a syntax tree. This syntactic simplification approach
is based on morphological constituents, which is necessary for high
inflection languages like such a Basque. The simplification process
consisted of four steps: (1) splitting, (2) reconstruction, (3) reorder-
ing, and (4) adequacy and correction. Following the aforementioned
work, Gonzalez-Dios [26] presented a rule based system for syn-
tactic simplification that simplified texts at different levels.

5 CONCLUSIONS
Taking everything that has been said into account, we could state
that E2R and ATS have been a recurrent field of study in these
recent years and seem to stay that way. However, there is still
much to do, specially regarding the product development of all the
tools and resources that are being created. This would help make
information accessible to all those people with communication
disabilities. This paper shows the existing heterogeneity between
different E2R variants. As of the present day, a consensus regarding
a unified standard within the community remains elusive. It is
imperative to undertake intercultural and interlinguistic endeavors
to establish fundamental benchmarks. Subsequently, each language
should adhere to its distinct characteristics rather than relying
solely on literal translations. There is no consistency within the
databases; they might be parallel, comparable, aligned, and can
include texts of different complexity levels. This might be due to
different reasons: (1) they have been thought to serve for different
purposes, or (2) there is not enough data to create the corpora from.
Although efforts have been made to develop tools to automate the
process of adapting standard texts to E2R, we see that the final texts
do not conform to E2R language standards. It would be interesting to
work on tools that also take into account the layout of the texts and
the automatic creation of images and examples for those terms that
are still difficult to understand. On the other hand, summarisation
systems are mostly extractive, not abstractive, so that even if the
text content is reduced, some sentences and words are still too
difficult for readers. Future work could also focus on improving
abstractive summarisation systems.

44http://www.zernola.net/ (last accessed: 2023-02-25)
45https://aldizkaria.elhuyar.eus (last accessed: 2023-02-25)
46For the generalities of this system, please refer to 3.2.
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