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Description / Deskribapena 
Most research on neural machine translation (NMT) systems focuses on the different techniques and approaches to process 
the training data that will allow us to obtain the best possible output quality. However, despite the acknowledged importance 
of the training data itself, little research has been carried out on how it influences NMT output. This project aims to explore 
this aspect. What impact do the different features of a training corpus have on an NMT output? How does the output vary 
when we use corpora of different sizes, topics, lexical variation, density, word and structural distribution, word and 
structural frequency, etc.? 

 

Goals / Helburuak 
To study the influence of training corpora in the output of neural machine translation systems 

 

Requirements / Betebeharrak 
Linguistic background, at least basic programming skills, proficiency in at least two languages 

 

Framework / Esparrua 
Machine translation evaluation 

 

Tasks and plan / Atazak eta plana 
 

- Analyse the literature on NMT training processes, corpus characteristics and MT evaluation 

- Identify/build an baseline NMT system 

- Identify potentially relevant characteristics of training corpora 

- Identify/select/modify training corpora according to the selected characteristics 

- Train the NMT system with the different (versions of the) corpora 

- Analyse the output 

- Write up the report 
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